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#### Abstract

In this paper we look at codes spanned by the rows of a quotient matrix of a symmetric (group) divisible design (SGDD) with the dual property. We define an extended quotient matrix and show that under certain conditions the rows of the extended quotient matrix span a self-dual code with respect to a certain scalar product. We also show that sometimes a chain of codes can be used to associate a self-dual code to a quotient matrix of a SGDD with the dual property.
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## 1. Introduction

In this paper we introduce a construction of self-dual codes from extended quotient matrices of symmetric (group) divisible designs with the dual property. The results are obtained by developing the ideas presented in [7] and [9], and especially in [4] where a construction of self-dual codes from extended orbit matrices of symmetric designs with respect to the action of an automorphism group that acts with all orbits of the same length is given.

## 2. Background and terminology

In this section we give some basic definitions of coding theory and design theory. For further reading we refer the reader to [1,5] and [7].

### 2.1. Codes

A code $C$ of length $n$ over the alphabet $Q$ is a subset $C \subseteq Q^{n}$. Elements of a code are called codewords. A code $C$ is called a $p$-ary linear code of dimension $m$ if $Q=\mathbb{F}_{p}$, for a prime $p$, and $C$ is an $m$-dimensional subspace of a vector space $\mathbb{F}_{p}^{n}$.

Let $C \subseteq \mathbb{F}_{p}^{n}$ be a linear code. Its dual code is the code $C^{\perp}=\left\{x \in \mathbb{F}_{p}^{n} \mid x \cdot c=0, \forall c \in C\right\}$, where $\cdot$ is the standard inner product. The code $C$ is called self-orthogonal if $C \subseteq C^{\perp}$, and $C$ is called self-dual if $C=C^{\perp}$.

We may use a symmetric nonsingular matrix $U$ over a field $\mathbb{F}_{p}$ to introduce a scalar product $\langle\cdot, \cdot\rangle_{U}$ for row vectors in $\mathbb{F}_{p}^{n}$ : $\langle a, c\rangle_{U}=a U c^{T}$. The $U$-dual code of a linear code $C$ is the code $C^{U}=\left\{a \in \mathbb{F}_{p}^{n} \mid\langle a, c\rangle_{U}=0, \forall c \in C\right\}$. A code $C$ is called self- $U$-dual, or self-dual with respect to $U$, if $C=C^{U}$.
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### 2.2. Divisible designs

The definition of a divisible design (often also called group divisible design) varies. In this paper we use the definition given in Bose [2].

An incidence structure with $v$ points, $b$ blocks and constant block size $k$ in which every point appears in exactly $r$ blocks is a (group) divisible design (GDD) with parameters ( $v, b, r, k, \lambda_{1}, \lambda_{2}, m, n$ ) whenever the point set can be partitioned into $m$ classes of size $n$, such that two points from the same class appear together in exactly $\lambda_{1}$ blocks, and two points from different classes appear together in exactly $\lambda_{2}$ blocks. Then the following holds:

$$
v=m n, \quad b k=v r, \quad(n-1) \lambda_{1}+n(m-1) \lambda_{2}=r(k-1), \quad r k \geq v \lambda_{2}
$$

It follows from the definition that a divisible design is a block design if and only if either $n=1$ or $\lambda_{1}=\lambda_{2}$ [6]. If $n \neq 1$ and $\lambda_{1} \neq \lambda_{2}$, then a divisible design is called proper.

For the incidence matrix $N$ of a GDD, the determinant of $N N^{T}$ is given by

$$
\operatorname{det}\left(N N^{T}\right)=r k\left(r-\lambda_{1}\right)^{m(n-1)}\left(r k-v \lambda_{2}\right)^{m-1}
$$

and the eigenvalues of $N N^{T}$ are $r k, r-\lambda_{1}, r k-v \lambda_{2}$ with multiplicities $1, m(n-1)$ and $m-1$, respectively (see Raghavarao [8]). Divisible designs were classified by Bose and Connor [3] into three types in terms of these eigenvalues:

1. singular if $r-\lambda_{1}=0$,
2. nonsingular if $r-\lambda_{1}>0$
(a) semi-regular if $r k-v \lambda_{2}=0$,
(b) regular if $r k-v \lambda_{2}>0$.

A GDD is called a symmetric GDD (SGDD) if $v=b$ (or, equivalently, $r=k$ ). It is then denoted by $D\left(v, k, \lambda_{1}, \lambda_{2}, m, n\right.$ ) and it follows that:

$$
v=m n, \quad(n-1) \lambda_{1}+n(m-1) \lambda_{2}=k(k-1), \quad k^{2} \geq v \lambda_{2}
$$

A SGDD $D$ is said to have the dual property if the dual of $D$ (that is, the design with the transposed incidence matrix) is again a divisible design with the same parameters as $D$. This means that blocks of $D$ can be divided into sets $S_{1}, \ldots, S_{m}$, each set containing $n$ blocks, such that any two blocks belonging to the same set intersect in $\lambda_{1}$ points, and any two blocks belonging to different sets intersect in $\lambda_{2}$ points.

We point out that what we call "with the dual property" is sometimes called "symmetric"; "symmetric" in our sense ( $v=b$ ) is then called "square" (see for example Jungnickel [6]).

## 3. Codes from quotient matrices of SGDDs with the dual property

The vertex and the block partition from the definition of a SGDD with the dual property give us a partition (which will be called the canonical partition) of the incidence matrix

$$
N=\left[\begin{array}{ccc}
A_{11} & \cdots & A_{1 m} \\
\vdots & \ddots & \vdots \\
A_{m 1} & \cdots & A_{m m}
\end{array}\right]
$$

where $A_{i j}$ 's are square submatrices of order $n$.
Let us denote by $I_{n}$ the $n \times n$ identity matrix, and by $J_{n}$ the $n \times n$ all-ones matrix. Then the matrix $N N^{T}$ can be written as follows:

$$
N N^{T}=\left[\begin{array}{ccc}
B_{11} & \cdots & B_{1 m} \\
\vdots & \ddots & \vdots \\
B_{m 1} & \cdots & B_{m m}
\end{array}\right]
$$

where

$$
B_{i j}=\left[\left(k-\lambda_{1}\right) I_{n}+\left(\lambda_{1}-\lambda_{2}\right) J_{n}\right] \delta_{i j}+\lambda_{2} J_{n},
$$

and $\delta_{i j}$ is the Kronecker delta.
Theorem 3.1. Let $D\left(v, k, \lambda_{1}, \lambda_{2}, m, n\right)$ be a SGDD with the dual property, and let $N$ be the incidence matrix of $D$. If $p$ is a prime such that $p\left|\lambda_{1}, p\right| k$ and $p \mid \lambda_{2}$, then the rows of $N$ span a self-orthogonal code of length $v$ over $\mathbb{F}_{p}$.

Proof. The statement follows from the fact that $N N^{T}$ is a null-matrix modulo $p$, because its entries take values from the set $\left\{k, \lambda_{1}, \lambda_{2}\right\}$.
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