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1. Introduction

Graph decompositions play central roles in many parts of graph theory, both in concrete areas such as algorithmic aspects
of the theory and in abstract areas [3,4]. The outline of this general technique for solving a graph problem is:

1. decompose a given graph into several smaller graphs by some specified criterion;

2. iteratively repeat the process for each smaller graph, until all the graphs obtained are atoms, i.e., graphs which cannot be
further decomposed by that criterion. One can view the result of this process as a rooted tree, with the original graph as
the root and the atoms as the leaves. Such a tree is called a decomposition tree — see Fig. 1;

3. if the problem can be solved for the leaves of this tree, and if a method is known for composing the solutions for the
children of an internal node of the tree into a solution for the node itself, then repeatedly compose these solutions until
finally a solution for the original graph is obtained.

Note that if polynomial algorithms exist for (a) solving the problem on the leaves of the decomposition tree, and
(b) combining solutions upward in the tree, and if furthermore the decomposition tree can be computed in polynomial
time, then this clearly indicates a polynomial algorithm to solve the problem on the original graph.

One particular type of graph decomposition which has turned out to have many interesting applications is that of decom-
position by clique separators. In [9], R. Tarjan proposed an O(|V | |E|) algorithm that decomposes a graph G = (V, E) by clique
separators and showed how these decompositions can be used to efficiently solve many classical problems such as vertex
coloring, maximum independent set, among others, in many graph classes. In [5], H.-G. Leimer extended Tarjan’s results
with an algorithm that decomposed a graph by clique minimal separators, i.e., by cliques which are also minimal separators
with respect to inclusion. For a survey of algorithms for decomposition by clique minimal separators, we refer to [1].
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Fig. 1. Scheme of a decomposition tree.

However, in some cases one is interested in decomposing a graph by those separators that are maximal cliques (max-
cliques), which we call maxclique separators. For instance, C. Monma and V. Wei used these decompositions to characterize
and recognize several related classes of intersection graphs of paths in trees [6]. All graphs in these classes have a polyno-
mial number of maxcliques so that a direct adaptation of a maxclique enumeration algorithm can be used to find such a
decomposition. However, it seems desirable to obtain an algorithm which sidesteps maxclique enumeration and that might
therefore be more efficient in general. Also, if one is interested in adapting and applying Monma and Wei's techniques to a
more general setting, an efficient and general algorithm for decomposing a graph by maxclique separators is crucial.

In order to obtain such a general algorithm, Tarjan added a note at the end of [9] proposing a simple modification of his
algorithm to find a decomposition by maxclique separators and pointed out that this modified algorithm retained the same
complexity. It has also been noticed [8] that this modified algorithm can indeed be used in recognition algorithms for some
of the graph classes studied by Monma and Wei.

In this work, we prove that this proposed algorithm as specified in [9] is incorrect and propose a modification to it in order
to obtain a correct algorithm while also retaining the O(|V| |[E|) complexity. In Section 2, we briefly review Tarjan’s original
algorithms, providing a (minimal) counterexample to his maxclique decomposition algorithm. In Section 3, we present our
alternative algorithm, proving its correctness and O(|V| |E|) complexity. By means of this new algorithm, the applications
pointed out in [8] can be correctly performed.

2. Definitions and preliminary results

All graphs are assumed to be simple, undirected and finite. Definitions and notations not specified here are standard and
can be found in [2]. In particular, given a graph G = (V, E), we denote |V| and |E| by n and m, respectively.

An elimination ordering of G is a bijection between V(G) and {1, ..., n}, denoting the position that each vertex of G
occupies in the order. Given an elimination ordering v of G, we say u, v € V(G) are fillable w.r.t. r if they are nonadjacent
and there exists a path P = u, x4, ..., Xk, v in G such that

(X)) < min{m (u), 7 (v)}

foralli € {1, ..., k}. The set F,, of fill-in edges created by 7 is the set of all fillable pairs of vertices of G, and the graph G,, =
(V, EUFy) is then called the filled-in graph. An elimination ordering 7 of G is minimal if there exists no elimination ordering
7’ of G such that F,» C F,. An example of a graph and two of its elimination orderings, along with the fill-in edges they
create, can be found in Fig. 2. Note that the ordering presented in Fig. 2(b) is not minimal, while the one in Fig. 2(c) is.

Recall that a graph is chordal if it contains no induced cycle of length at least four. The following theorem shows how, in
a certain sense, elimination orderings generalize the well-known perfect elimination orderings of chordal graphs.

Theorem 1 (Fulkerson and Gross, 1965; Rose, Tarjan, and Lueker, 1976 cf. [9]). Agraph G = (V, E) is chordal if, and only if, there
exists an elimination ordering i of G such that F, = (. Furthermore, an elimination ordering i of G creates no fill-in edges in G.

Therefore, since G, is chordal for any 77, the problem of determining an elimination ordering with minimum (w.r.t. cardi-
nality) set of fill-in edges is at least as hard as the problem of determining the minimum number of edges that must be added
to a graph so that the resulting graph is chordal, which is NP-hard (Yannakakis, 1981 cf. [9]). However, finding an elimina-
tion ordering with minimal (w.r.t. inclusion) set of fill-in edges can be done in O(nm) time by a variation of lexicographic
breadth-first search due to Rose, Tarjan, and Lueker [7].

Given an elimination ordering ;v and a vertex v of G, we define

C:(v)={ueV:m(u) >mn(v)anduv € EUF,}.

Note that, once F, is known, determining C, (v) for all v can be done in O(m + |F,;|) time since, for each uv € E U F,
exactly one of v € C;(u) oru € C,(v) is true, so that a simple traversal of the edges of G, is enough to determine all of
these sets.
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