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a b s t r a c t

Let G be an arbitrary simple graph. Godsil and Gutman in 1978 and Yan et al. in 2005
established different expressions for thematching polynomialµ(G, x) in terms of det(xIn −

H) for some families of matrices H . This paper improves their results and simplifies the
computation of µ(G, x).

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

In this paperwe consider simple graphs (i.e., a graphwith no loops andparallel edges) only. For any graphG, letV (G), E(G)
and v(G) be its vertex set, edge set and order (i.e., v(G) = |V (G)|), respectively. If it is notmentioned elsewhere in this paper,
we always assume that G is a simple graph with vertex set V = {v1, v2, . . . , vn} and edge set E = {e1, e2, . . . , eϵ}, where
ϵ = |E|. Amatching of G is a subsetM of E such that each vertex of G is incident with at most one edge inM . For any integer
k ≥ 0, let φk(G) denote the number of matchingsM of Gwith |M| = k. It is clear that φ0(G) = 1 and φ1(G) = |E|. One form
of matching polynomial is


k≥0 φk(G)xk (see [1]). In this paper, we study another form of matching polynomial which is

defined below:

µ(G, x) =

⌊n/2⌋
k=0

(−1)kφk(G)xn−2k. (1.1)

This polynomial is also called the acyclic polynomial (see [4]). Throughout this paper, this polynomialµ(G, x)will be referred
to as the matching polynomial of G.

Godsil and Gutman [2] showed that

µ(G, x) = 2−ϵ

w

det(xIn − A(w)), (1.2)

where the summation ranges over all 2ϵ distinct ϵ-tuplesw = (w1, w2, . . . , wϵ), wj ∈ {1, −1} and thematrix A(w) = (aj,k)
with the tuple w = (w1, w2, . . . , wϵ) is defined as follows: aj,k = ws if vjvk is the edge es and aj,k = 0 if vjvk ∉ E for all j, k.
Yan et al. [7] obtained a similar result that

µ(G, x) = 2−ϵ

Ge

det(xIn + iA(Ge)), (1.3)
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where the sum ranges over all 2ϵ orientations Ge of G, i is the complex number with i2 = −1 (i will be used to denote
this number throughout this paper) and A(Ge) = (aj,k) is the matrix defined as follows: aj,k = 1 if (vj, vk) is an arc in Ge,
aj,k = −1 if (vk, vj) is an arc in Ge and aj,k = 0 otherwise.

This paper generalizes the above results by showing that if F is a subset of E such that every pair of cycles in G−F (i.e., the
subgraph obtained from G by removing all edges in F ) are edge-disjoint, then

µ(G, x) = 2−|F |

B

det(xIn − B), (1.4)

where the sum ranges over all matrices in a set of 2|F | matrices B = (bj,k)with the property that bj,k×bk,j = 1when vjvk ∈ E
and bj,k = bk,j = 0 otherwise (see Corollary 2.2). When F = E, this result implies (1.2) and (1.3).

2. Main result

For any graph G, let M(G) be the set of matrices (aj,k)n×n such that aj,kak,j = 1 if vjvk ∈ E and aj,k = ak,j = 0 otherwise.
Note that (aj,k) ∈ M(G) is an adjacency matrix of G if aj,k = 1 whenever vjvk ∈ E. It is well known (see [4–6]) that
µ(G, x) = det(xIn − A) if G is a forest and A is an adjacency matrix of G. This result is actually a particular case of the
following result due to Graovac and Polanksy [3].1

Theorem 2.1 ([3]). Let G be a graph in which every pair of cycles are edge-disjoint and A = (aj,k) be anymatrix inM(G). Assume
that for every cycle C : vr1vr2 · · · vrsvr1 in G, the following condition always holds:

ar1,r2 , ar2,r3 , . . . , ars,r1 ∈ {1, −1, i, −i} and a2r1,r2a
2
r2,r3 · · · a2rs,r1 = −1.

Then µ(G, x) = det(xIn − A). �

By Theorem 2.1, if G is a forest, then µ(G, x) = det(xIn − A) holds for every matrix A ∈ M(G).
For G = (V , E), where V = {v1, v2, . . . , vn}, assign every e ∈ E a non-zero complex number we. We call {we}e∈E the

weight-function of E, denoted bywG (or simply byw). LetM(G,w) be the set of (n×n)-matrices (aj,k) satisfying the condition
below:aj,k ∈ {we, −we}, if j < k and vjvk = e ∈ E;

aj,k = 1/ak,j, if j > k and vjvk ∈ E;

aj,k = 0, otherwise.
(2.1)

Note that M(G,w) contains exactly 2|E| matrices and M(G,w) ⊆ M(G).
By the notation of a weight-function w = {we}e∈E , the result of (1.2) due to Godsil and Gutman [2] is equivalent to the

expression below with we = 1 for all e ∈ E:

µ(G, x) = 2−|E|


A∈M(G,w)

det(xIn − A). (2.2)

The result of (1.3) due to Yan et al. [7] is also equivalent to (2.2) with we = i for all e ∈ E. We shall show that (2.2) actually
always holds as long as we ≠ 0 for all e ∈ E.

LetG = (V , E) be any graphwithV = {v1, v2, . . . , vn} andweight-functionw = {we}e∈E, F be a subset of E andA = (aj,k)
be an n × nmatrix with aj,k ≠ 0, whenever vjvk ∈ E. Let

GF (G) = {G − F − {vj, vk : vjvk ∈ F ′
} : F ′

⊆ F}, (2.3)

where G−F −V ′ is the subgraph of G−F after deleting all vertices in V ′, andMF (A) be the set of matrices (dj,k)n×n satisfying
the following condition:dj,k ∈ {aj,k, −aj,k}, if j < k and vjvk ∈ F;

dj,k = 1/dk,j, if k < j and vjvk ∈ F;

dj,k = aj,k, otherwise.
(2.4)

Note that G − F ∈ GF (G) and every graph of GF (G) is a subgraph of G − F . It is also clear that |MF (A)| = 2|F |. Note that if
A ∈ M(G), then A ∈ MF (A) ⊆ M(G) for any F ⊆ E.

For any n × n matrix A = (aj,k) and any non-empty subset I of {1, 2, . . . , n}, let A[I] be the matrix obtained from A by
removing rows s1, s2, . . . , sr and columns s1, s2, . . . , sr , where {s1, s2, . . . , sr} = {1, 2, . . . , n} − I .

1 This result was explained in [3]. It may have also appeared in some other articles.
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