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a b s t r a c t

We give a decomposition formula for the determinant on the bond scattering matrix of a
regular covering of G. Furthermore, we define an L-function of G, and give a determinant
expression of it. As a corollary, we express the determinant on the bond scattering matrix
of a regular covering of G by means of its L-functions.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Graphs treated here are finite. Let G be a connected graph (possibly with multiple edges and loops) with the set V (G) of
vertices and the set E(G) of unoriented edges. We write uv for an edge joining two vertices u and v. For uv ∈ E(G), an arc
(u, v) is the oriented edge from u to v. Set D(G) = {(u, v), (v, u) | uv ∈ E(G)}. For e = (u, v) ∈ D(G), set u = o(e) and
v = t(e). Furthermore, let e−1 = (v, u) be the inverse arc of e = (u, v).
A path P of length n in G is a sequence P : (v0, e1, v1, e2, v2, . . . , vn−1, en, vn) of n + 1 vertices and n arcs such that

v0 ∈ V (G), vi ∈ V (G), ei ∈ D(G) and ei = (vi−1, vi) for 1 ≤ i ≤ n. We write P = (e1, . . . , en). Set |P| = n, o(P) = v0 and
t(P) = vn. Also, P is called an (o(P), t(P))-path. We say that a path P = (e1, . . . , en) has a backtracking if e−1i+1 = ei for some
i. A (v,w)-path is called a v-cycle (or v-closed path) if v = w. The inverse cycle of a cycle C = (e1, . . . , en) is the cycle C−1 =
(e−1n , . . . , e

−1
1 ). As standard terminologies of graph theory, a path and a cycle are a diwalk and a closed diwalk, respectively.

We introduce an equivalence relation on the set of cycles. Two cycles C1 = (e1, . . . , em) and C2 = (f1, . . . , fm) are
equivalent if there exists k such that fj = ej+k for all j. The inverse cycle of C is in general not equivalent to C . Let [C] be the
equivalence class that contains a cycle C . Let Br be the cycle obtained by going r times around a cycle B. Such a cycle is called
a power of B. A cycle C is reduced if both C and C2 have no backtracking. Furthermore, a cycle C is prime if it is not a power
of a strictly smaller cycle. Note that each equivalence class of prime, reduced cycles of a graph G corresponds to a unique
conjugacy class of the fundamental group π1(G, v) of G at a vertex v of G.
The Ihara zeta function of a graph G is defined to be a function of u ∈ Cwith |u| sufficiently small, by

Z(G, u) = ZG(u) =
∏
[C]

(1− u|C |)−1,

where [C] runs over all equivalence classes of prime, reduced cycles of G (see [9]).
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Zeta functions of graphs were originally defined for regular graphs by Ihara [9]. In [9], he showed that their reciprocals
are explicit polynomials. A zeta function of a regular graph G associated with a unitary representation of the fundamental
group of Gwas developed by Sunada [15,16]. Hashimoto [8] treatedmultivariable zeta functions of bipartite graphs. Bass [2]
generalized Ihara’s result on the zeta function of a regular graph to an irregular graph and showed that its reciprocal is again
a polynomial.

Theorem 1 (Bass). If G is a connected graph, then the reciprocal of the zeta function of G is given by

Z(G, u)−1 = (1− u2)r−1 det(I− uA(G)+ u2(D− I)),

where r and A(G) are the Betti number and the adjacency matrix of G, respectively, and D = DG = (dij) is the diagonal matrix
with dii = deg vi where V (G) = {v1, . . . , vp}.

Stark and Terras [14] gave an elementary proof of Theorem 1 and discussed three different zeta functions of any graph.
Other proofs of Bass’ Theorem were given by Foata and Zeilberger [5] and Kotani and Sunada [10].
The spectral determinant of the Laplacian on a quantum graph is closely related to the Ihara zeta function of a graph

(see [3,4,7,13]).
Smilansky [13] considered spectral zeta functions and trace formulas for (discrete) Laplacians on ordinary graphs and

expressed the determinant on the bond scatteringmatrix of a graph G by using the characteristic polynomial of its Laplacian.
Let G be a connected graph with V (G) = {v1, . . . , vp} and D(G) = {e1, . . . , eq, e−11 , . . . , e

−1
q }. The Laplacian (matrix)

L = L(G) of G is defined by
L = −A(G)+ D.

Let λ be a eigenvalue of L, and let φ = (φ1, . . . , φp) be the eigenvector corresponding to λ. For each arc b = (vj, vl), one
associates a bond wave function

φb(x) = abeiπx/4 + ab−1e
−iπx/4, x = ±1, i =

√
−1

under the condition

φb(1) = φj and φb(−1) = φl.

We consider the following three conditions:
1. uniqueness: The value φj of the eigenvector at the vertex vj computed in the terms of the bond wave functions, is the
same for all the arcs emanating from vj.

2. φ is an eigenvector of L;
3. consistency: The linear relation between the incoming and the outgoing coefficients must be satisfied simultaneously at
all vertices.

By uniqueness, we have

ab1e
iπ/4
+ ab−11

e−iπ/4 = ab2e
iπ/4
+ ab−12

e−iπ/4 = · · · = abdj e
iπ/4
+ ab−1dj

e−iπ/4,

where b1, b2, . . . , bdj are arcs emanating from vj, and dj = deg vj.
By condition 2, we have

−

dj∑
k=1

(abke
−iπ/4
+ ab−1k

eiπ/4) = (λ− dj)
1
dj

dj∑
k=1

(abke
iπ/4
+ ab−1k

e−iπ/4).

Thus, for each arc bwith o(b) = vj,

ab =
∑
t(c)=vj

σ
vj
bc (λ)ac, (1)

where

σ
vj
bc (λ) = i

(
δb−1c −

2
dj

1
1− i(1− λ/dj)

)
and δb−1c is the Kronecker delta. The bond scattering matrix U(λ) = (Uef )e,f∈D(G) of G is defined by

Uef =
{
σ
t(f )
ef if t(f ) = o(e),
0 otherwise.

By consistency, we have

U(λ)a = a,
where a = t(a1, a2, . . . , a2q). This holds if and only if

det(I2q − U(λ)) = 0.
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