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a b s t r a c t

In this work we investigate unsupervised activity discovery approaches using three topic
model (TM) approaches, based on Latent Dirichlet Allocation (LDA), n-gram TM (NTM),
and correlated TM (CTM). While LDA structures activity primitives, NTM adds primitive
sequence information, and CTM exploits co-occurring topics. We use an activity com-
posite/primitive abstraction and analyze three public datasets with different properties
that affect the discovery, including primitive rate, activity composite specificity, primitive
sequence similarity, and composite-instance ratio.We compare the activity composite dis-
covery performance among the TM approaches and against a baseline using k-means clus-
tering. We provide guidelines for method and optimal TM parameter selection, depending
on data properties and activity primitive noise. Results indicate that TMs can outperform
k-means clustering up to 17%, when composite specificity is low. LDA-based TMs showed
higher robustness against noise compared to other TMs and k-means.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Discovering activity composites in ubiquitous sensor data could provide insights into individual behavior with broad ap-
plications stretching fromassisted living tomedical diagnosis. Unsupervised discovery approaches enable users and analysts
to detect and describe structures in activity sensor data without requiring annotations and supervised pattern learning.

A hierarchical abstraction has often been considered to partition human behavior into activity primitives, which can be
recognized fromon-body and ambient sensor data, andmore abstract activity composites. Typically, activity primitives have a
fine temporal granularity andmust be suitable for recognition from sensormeasurements. Subsequently, activity primitives
could be composed into activity composites using discovery methods. Fig. 1 exemplarily illustrates the hierarchical
abstraction. Some approaches towards activity discovery from ubiquitous sensor data have been proposed (see Section 2 for
more details); however the required activity data properties and algorithm configurations are not established. In addition,
datasets vary widely depending on the application, e.g. regarding activity primitive composition and composite specificity.

TMs are probabilistic graphical models and find their origin in the text processing community. TMs were initially used
to discover hidden topics from a corpus of documents, each containing a bag-of-words from a predefined vocabulary [1]. In
activity discovery, words correspond to activity primitives and topics to activity composites. An appropriate configuration
of TMs depending on the data properties is essential to obtain meaningful composite discovery results. In particular,
the selection of TM parameters, including primitive segment size and number of activity topics, has large impact on the
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Fig. 1. Example of a hierarchical activity abstraction that is considered for activity discovery. In this example, three activity composites could be discovered
based on various activity primitives. In this work, we analyze the performance of unsupervised discovery methods based on topic models using real-world
datasets with different properties.

discovery performance. The most frequently applied TM based on Latent Dirichlet Allocation (LDA) uses activity primitive
histograms, e.g. in [2]. These histograms represent time-independent statistics of primitives, and thus do not consider
primitive sequences as they often occur in activity and behavior data. The sequence of activity primitives might provide
important information on the data structure and could enhance discovery performance. Although discovery approaches
exist that incorporate sequence information (e.g. [3–5]), the benefits of using sequence information are not yet established.
Similarly, activity composites may co-occur, which could be captured using correlated TMs (CTM) [6].

In this paper, we investigate three topicmodeling approaches based on LDA, the n-gramTMNTMandCTM, in three public
activity datasets with different activity data properties that affect the topic modeling. The paper provides the following
contributions:

1. We introduce LDA, NTM, and CTM approaches for activity discovery and compare performances in three datasets to
a baseline method using k-means data clustering. Based on the results, we provide recommendations on optimal TM
parameter choices. For this investigation, we consider three publically available datasets.

2. We investigate four essential dataset properties, including the activity primitive rate, composite specificity, primitive
sequence similarity, and composite-instance ratio, which affect the TM operation to derive guidelines for TM parameter
choice to achieve optimal discovery performance.

3. We analyze the effects of imperfect activity primitive recognition on discovery performance. Here, we consider primitive
insertion and deletion errors to illustrate TM performance bounds.

In our previous work, we investigated LDA-based TMs and simulated activity data with varying data properties [7]. In
this work, we extend the discovery analysis to include NTM, CTM, and a baseline method for comparisons on three struc-
turally different datasets. We also refine the dataset properties considered to provide guidelines in parameter and method
selection.

2. Related work

In activity discovery, histogram-based methods are frequently used to extract structural patterns. Gu et al. extracted
characteristic object-use fingerprints applying web-mining and discovered contrast patterns for each activity using
emerging patterns [8]. Each activity’s fingerprint consisted of a histogram over object usage. Begole et al. applied a
rhythm model to visualize daily rhythms from computer usage by clustering patterns of computer activity [9]. Besides the
approaches using clustering-based methods, probabilistic models were also applied for activity discovery. Barger et al. used
probabilisticmixturemodels to infer behavior patterns in daily life from clusters thatwere formed fromoccurrence statistics
of senors events in a smart home [10].

TMs have been frequently applied to discover human activities and body postures from video data and image features
such as [11–15]. Applications of TMs in activity discovery fromwearable sensors are less frequent. Farrahi et al. inferred daily
routines from proximity [16] and mobile phone data [17] using TMs. Huynh et al. discovered daily routine patterns from
activity primitives by applying a TM [2] to a personal monitoring dataset obtained over several regular days. Subsequently,
identified topics were mapped to daily life routines. In this work, we follow a similar approach for TM-based activity
discovery. However, we aim at an in-depth analysis of TMs when being adapted for activity discovery across different
datasets, investigate optimal parameter choices, and study TMs under primitive recognition noise with the aim to guide
method and parameter selection.

Sequential information has been considered to infer activities of daily living. Aztiria et al. applied a sequential pattern
mining algorithm and defined a descriptive language to infer user behavior in daily life from smart home sensor data [3].
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