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We introduce and study a complexity function on words 
cx(n), called cyclic complexity, which counts the number 
of conjugacy classes of factors of length n of an infinite 
word x. We extend the well-known Morse–Hedlund theorem 
to the setting of cyclic complexity by showing that a 
word is ultimately periodic if and only if it has bounded 
cyclic complexity. Unlike most complexity functions, cyclic 
complexity distinguishes between Sturmian words of different 
slopes. We prove that if x is a Sturmian word and y is a word 
having the same cyclic complexity of x, then up to renaming 
letters, x and y have the same set of factors. In particular, y is 
also Sturmian of slope equal to that of x. Since cx(n) = 1 for 
some n ≥ 1 implies x is periodic, it is natural to consider the 
quantity lim infn→∞ cx(n). We show that if x is a Sturmian 
word, then lim infn→∞ cx(n) = 2. We prove however that this 
is not a characterization of Sturmian words by exhibiting 
a restricted class of Toeplitz words, including the period-
doubling word, which also verify this same condition on the 

✩ Some of the results in this paper were presented at the 39th International Symposium on Mathematical 
Foundations of Computer Science, MFCS 2014 [6].
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limit infimum. In contrast we show that, for the Thue–Morse 
word t, lim infn→∞ ct(n) = +∞.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

The factor complexity px(n) of an infinite word x = x0x1x2 · · · ∈ AN (with each 
xi belonging to a finite nonempty alphabet A) counts the number of distinct factors 
xixi+1 · · ·xi+n−1 of length n occurring in x. It provides a measure of the extent of 
randomness of the word x and more generally of the subshift generated by x. Periodic 
words have bounded factor complexity while digit expansions of normal numbers have 
full complexity. A celebrated result of Hedlund and Morse in [16] states that every 
non-periodic word contains at least n + 1 distinct factors of each length n. Moreover, 
there exist words satisfying px(n) = n + 1 for each n ≥ 1. These words are called 
Sturmian words, and in terms of their factor complexity, are regarded to be the simplest 
non-periodic words.

Sturmian words admit many different characterizations of combinatorial, geometric 
and arithmetic nature. In the 1940’s, Hedlund and Morse showed that each Sturmian 
word is the symbolic coding of the orbit of a point x on the unit circle under a rotation 
by an irrational angle θ, called the slope, where the circle is partitioned into two comple-
mentary intervals, one of length θ and the other of length 1 − θ. Conversely, each such 
coding defines a Sturmian word. It is well known that the dynamical/ergodic properties 
of the system, as well as the combinatorial properties of the associated Sturmian word, 
hinge on the arithmetical/Diophantine qualities of the slope θ given by its continued 
fraction expansion. Sturmian words arise naturally in various branches of mathematics 
including combinatorics, algebra, number theory, ergodic theory, dynamical systems and 
differential equations. They also have implications in theoretical physics as 1-dimensional 
models of quasi-crystals.

Other measures of complexity of words have been introduced and studied in the 
literature, including abelian complexity, maximal pattern complexity, k-abelian complex-
ity, binomial complexity, periodicity complexity, minimal forbidden factor complexity 
and palindromic complexity. With respect to most word complexity functions, Sturmian 
words are characterized as those non-periodic words of lowest complexity. One exception 
to this occurs in the context of maximal pattern complexity introduced by Kamae in 
[11]. In this case, while Sturmian words are pattern Sturmian, meaning that they have 
minimal maximal pattern complexity amongst all non-periodic words, they are not the 
only ones. In fact, a certain restricted class of Toeplitz words which includes the period-
doubling word are also known to be pattern Sturmian (see [12]). On the other hand, 
the Thue–Morse word, while closely connected to the period-doubling word, is known to 
have full maximal pattern complexity (see Example 1 in [11]).
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