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In this paper we introduce and study a new property of 
infinite words: An infinite word x ∈ AN, with values in a 
finite set A, is said to be k-self-shuffling (k ≥ 2) if x admits 
factorizations: x =

∏∞
i=0 U

(1)
i · · ·U (k)

i =
∏∞

i=0 U
(1)
i = · · · =∏∞

i=0 U
(k)
i . In other words, there exists a shuffle of k-copies 

of x which produces x. We are particularly interested in the 
case k = 2, in which case we say x is self-shuffling. This 
property of infinite words is shown to be independent of 
the complexity of the word as measured by the number of 
distinct factors of each length. Examples exist from bounded 
to full complexity. It is also an intrinsic property of the word 
and not of its language (set of factors). For instance, every 
aperiodic word contains a non-self-shuffling word in its shift 
orbit closure. While the property of being self-shuffling is a 
relatively strong condition, many important words arising in 
the area of symbolic dynamics are verified to be self-shuffling. 
They include for instance the Thue–Morse word fixed by the 
morphism 0 �→ 01, 1 �→ 10. As another example we show 
that all Sturmian words of slope α ∈ R \ Q and intercept 
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0 < ρ < 1 are self-shuffling (while those of intercept ρ = 0
are not). Our characterization of self-shuffling Sturmian words 
can be interpreted arithmetically in terms of a dynamical 
embedding and defines an arithmetic process we call the 
stepping stone model. One important feature of self-shuffling 
words stems from their morphic invariance: The morphic 
image of a self-shuffling word is self-shuffling. This provides 
a useful tool for showing that one word is not the morphic 
image of another. In addition to its morphic invariance, this 
new notion has other unexpected applications particularly in 
the area of substitutive dynamical systems. For example, as a 
consequence of our characterization of self-shuffling Sturmian 
words, we recover a number theoretic result, originally due to 
Yasutomi, on a classification of pure morphic Sturmian words 
in the orbit of the characteristic.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Let A be a finite non-empty set. We denote by A∗ (resp. AN) the set of all finite (resp. 
infinite) words u = x0x1x2 · · · with xi ∈ A.

Given k finite words x(1), x(2), . . . , x(k) ∈ A∗ we let S (x(1), x(2), . . . , x(k)) ⊆ A∗ denote 
the collection of all words z for which there exists a factorization

z =
n∏

i=0
U

(1)
i U

(2)
i · · ·U (k)

i

with each U (j)
i ∈ A∗ and with x(j) =

∏n
i=0 U

(j)
i for each 1 ≤ j ≤ k. Intuitively, 

z may be obtained as a shuffle of the words x(1), x(2), . . . , x(k). For instance, it is read-
ily checked that 011100110 ∈ S (0010, 101, 11). Analogously, given k infinite words 
x(1), x(2), . . . , x(k) ∈ AN we define S (x(1), x(2), . . . , x(k)) ⊆ AN to be the collection of 
all infinite words z for which there exists a factorization

z =
∞∏
i=0

U
(1)
i U

(2)
i · · ·U (k)

i

with each U (j)
i ∈ A∗ and with x(j) =

∏∞
i=0 U

(j)
i for each 1 ≤ j ≤ k.

Finite word shuffles were extensively studied in [12]. Given x ∈ A∗, it is generally a 
difficult problem to determine whether there exists y ∈ A∗ such that x ∈ S (y, y) (see 
Open Problem 4 in [12]). The problem has recently been shown to be NP-complete for 
sufficiently large alphabets [5,16]. However, in the context of infinite words, this question 
is essentially trivial: In fact, it is readily verified that if x ∈ AN and each symbol a ∈ A

occurring in x occurs an infinite number of times in x, then there exists at least one (and 
typically infinitely many) y ∈ AN with x ∈ S (y, y). Instead, in the framework of infinite 
words, a far more delicate question is the following:
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