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Abstract In this work an effective face detector based on the well-known Viola–

Jones algorithm is proposed. A common issue in face detection is that for max-

imizing the face detection rate a low threshold is used for classifying as face an

input image, but at the same time using a low threshold drastically increases the

number of false positives. In this paper several criteria are proposed for reducing

false positives: (i) a skin detection step is used to reject a candidate face region

that does not contain the skin color, (ii) the size of the candidate face region is

calculated according to the depth data, removing the too small or the too large

faces, (iii) images of flat objects (e.g. candidate face found in a wall) or uneven

objects (e.g. candidate face found in the leaves of a tree) are removed using

the depth map and a segmentation approach based both on color and depth

data.

The above criteria permit to drastically reduce the number of false positives with-

out decreasing the detection rate. The proposed approach has been validated on

three datasets composed of 180 samples including both 2D and depth images.

The face position inside samples has been manually labeled for testing.
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A Matlab version of the system for face detection and the full testing dataset will

be freely available from http://www.dei.unipd.it/node/2357.

ª 2014 King Saud University. Production and hosting by Elsevier B.V. All rights

reserved.

1. Introduction

Face detection has attracted the attention of many research groups due to its
widespread application in many fields as surveillance and security systems, as
human–computer interface, face tagging, behavioral analysis, content-based image
and video indexing, and many others (Zeng et al., 2009). Face detection is the first
crucial step for facial analysis algorithms (i.e. face recognition/verification, head
tracking, and facial expression recognition) whose goal is to determine whether
or not faces are present in an image and eventually return their location and extent
(i.e. a bounding box). It is a more challenging problem than face localization in
which a single face is assumed to be inside an image.

Most of the literature in this field deals with frontal face detection from two-dimen-
sional (2D) images: the problem is often formulated as a two-class pattern recognition
problem aimed at classifying each sub-window of a given size of the input image as
either containing or not containing a face (Jin et al., 2004). Then the classification
is performed by common technologies for 2D facial recognition such as Eigenface,
Fisherface, waveletface, PCA (Principal Component Analysis), LDA (Linear Dis-
criminant Analysis), Haar wavelet transform, and so on. The Viola–Jones detector
(Viola and Jones, 2001) is probably the most famous approach for frontal 2D detec-
tion: it involves exhaustively searching an entire image for faces, with multiple scales
explored at each pixel using Haar-like rectangle features boosting classification. Two
different face detection strategies based on slightly modified Viola–Jones are proposed
in Anisetti (2009). In Küblbeck and Ernst, 2006 boosting has also been used in con-
junction with Modified census transform (MCT), to improve illumination invariance.
In (Huang et al., 2007) a method able to detect faces with arbitrary rotation-in-plane
and rotation–off-plane angles in still images or video sequences is proposed. In
(Jianxin et al., 2008) is designed a classifier that explicitly addresses the difficulties
caused by the asymmetric learning goal (the minority class is the face class).

Despite the success of these and of several other methods, designed to provide
accurate detection performance under variable conditions (Zhang and Zhang,
2010), most of difficulties in precise face detection still arises in the presence of
illumination changes and occlusions. One possible way to improve algorithms
for face detection is to incorporate models of the image processing that efficiently
integrates multiple cues, such as stereo disparity, texture and motion.

For example, Microsoft Kinect is a depth sensing device that couples the 2D
RGB image with a depth map (RGB-D) which can be used to determine the depth
of every object in the scene. Each pixel in Kinect’s depth map has a value
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