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Abstract In one of our earlier studies we noticed how straightforward cleaning

of our medical data set impaired its classification results considerably with some

machine learning methods, but not all of them, unexpectedly and against intui-

tion compared to the original situation without any data cleaning. After a more

precise exploration of the data, we found that the reason was the complicated

variable distribution of the data although there were only two classes in it. In

addition to a straightforward data cleaning method, we used an efficient way

called neighbourhood cleaning that solved the problem and improved our clas-

sification accuracies 5–10%, at their best, up to 95% of all test cases. This shows

how important it is first very carefully to study distributions of data sets to be

classified and use different cleaning techniques in order to obtain best classifica-

tion results.
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1. Introduction

In our earlier research we developed a signal analysis method for nystagmic eye
movements investigated in otoneurological tests (Juhola et al., 2009, 2011). For
the automatic analysis of such signals poor or invalid nystagmic eye movements
should correctly be separated from valid nystagmic eye movements, because valid
eye movements can only be used for the data analysis needed for the diagnostics of
otoneurological patients. Typically, invalid nystagmic eye movements are cor-
rupted by noise or artefacts. Thus, we have also studied the classification of nys-
tagmic eye movement candidates into invalid and valid, hereafter called the
rejected and accepted, on the basis of machine learning methods (Juhola et al.,
2013). We then observed how their complicated distribution made the classifica-
tion task difficult and attempted to reduce the greater subset (class) of the rejected
eye movement candidates in a learning set, which was performed by cleaning away
a part from them. Surprisingly, a simple cleaning process impaired classification
results of some of the machine learning methods applied. We realized that the rea-
son for such a seemingly conflicting situation originated from the complicated var-
iable distribution of the data (Juhola et al., 2013).

In order to define which distribution of two classes is seen as simple or compli-
cated we refer to Fig. 1. A simple distribution is where the centre (computed as
means for all variables) of each class is located inside its own area including most
elements of that class. This is described in Fig. 1(a). A complicated distribution is
depicted in Fig. 1(b), where the centre of one class is outside its own area. Such
complicatedness could be defined in various ways, but it is essential that we cannot
then base data cleaning on distances from the class centres.

Nystagmus is formed from repeated, reflexive eye movements occurring as
to-and-for beats that can be measured in the horizontal, vertical and torsional
directions with two eye movement video cameras, one for each eye. A hypothetic
nystagmic eye movement beat is seen in Fig. 2 and an actual signal of several
nystagmic beats in Fig. 3. A nystagmic beat includes the slow phase immediately
followed by the fast phase in order to return the eye in the opposite direction.
Nystagmic beats are repetitive and their configurations vary even in the course
of short measurement times. A healthy subject performs nystagmic eye move-
ments, for example, when he or she is sitting in a moving train and looks at chang-
ing (relatively close) views through a window. This is called optokinetic nystagmus
because of the stimulation. Caloric nystagmus is induced by injecting a small
quantity of cool or warm (37 ± 7 �C) air or water into the ear canal of a subject.
In regard to some otoneurological disorders or diseases, head shaking or head
movement can provoke nystagmus and even spontaneous nystagmus may appear
in vestibular patients. Congenital nystagmus also exists (Hertle and Dell’Osso,
1999). The slow phase features (variables) of nystagmus are important for the
diagnostics of vestibular neuritis, positional vertigo, vestibular schwannoma and
Menière’s disease. The fast phase features of nystagmus are important for
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