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The concordance correlation coefficient is one of the most common approaches used to

assess agreement among different observers or instruments when the outcome of inter-

est is a continuous variable. A SAS macro and R package are provided here to estimate the

concordance correlation coefficient (CCC) where the design of the data involves repeated

measurements by subject and observer. The CCC is estimated using U-statistics (UST)

and  variance components (VC) approaches. Confidence intervals and standard errors are

reported along with the point estimate of the CCC. In the case of the VC approach, the

linear mixed model output and variance components estimates are also provided. The

performance of each function is shown by means of some examples with real data sets.

©  2012 Elsevier Ireland Ltd. All rights reserved.

1.  Introduction

Measuring the amount of agreement between two observers
or measurement methods is a common research goal. Among
the methods to assess agreement when data is continuous,
the concordance correlation coefficient (CCC) introduced by
[1] has risen as one of the most used, studied and imple-
mented approaches, see for example [2–5]. Briefly, the CCC
is a standardized coefficient that takes values between −1
and 1, where −1 means perfect disagreement, 0 translates
to an independence situation (all the readings are at ran-
dom), and 1 indicates perfect agreement. Lin [1] expressed
the CCC as a function of the means, variances and covarian-
ces of the bivariate distribution of two observers. Carrasco
and Jover [4] demonstrated the equivalence between the CCC
and the appropriate intraclass correlation coefficient (ICC).
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Thus the CCC is expressed in terms of the variance compo-
nents of a linear mixed model. This approach readily allows
the CCC to be defined for more than two observers and non-
structured repeated measures to be constructed as replicates.
However, this approach is not adequate for data from a longi-
tudinal design where the repeated measurements (e.g. visits)
are ordered within each subject.

King et al. [6] introduced the CCC for repeated measures
to assess agreement between two observers for both non-
longitudinal and longitudinal designs. Subsequently, Carrasco
et al. [7] developed the CCC for longitudinal repeated mea-
surements as the appropriate specification of the intraclass
correlation coefficient from a variance components linear
mixed model.

In this paper, we  introduce a SAS macro and an R package
to estimate the CCC for repeated measures using the methods
proposed in King et al. [6] and Carrasco et al. [7].  The function
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gives standard errors and confidence intervals as well as the
necessary information to make inferences about the CCC.

The CCC for repeated measures and other statistical details
are included in Section 2. The details of the SAS macro and R
package are provided in Section 3. The performance of each
approach is shown in Section 4 through three examples of real
data. Finally, Section 5 includes a brief summary.

2. The  CCC  for  repeated  measures

2.1.  Definition

Lin [1] defined the CCC for two observers based on their vari-
ances, covariance and means as

�CCC = 2�12

�2
1 + �2

2 + (�1 − �2)2

where �12, �2
1 , �2

2 , �1 and �2 are the covariance, variances and
means of observers.

King et al. [6] extended the concordance correlation coeffi-
cient for measuring agreement between two observers with p
repeated measures on n subjects.

Let Y1 and Y2 n × p matrices correspond to the measure-
ments of first and second observers respectively. Let D be an
arbitrary weight matrix with dimension p × p. The CCC for
repeated measures is defined as

�CCC,RM = 1 − E(Y1 − Y2)′D(Y1 − Y2)
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=
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where EI[] is the expectation, assuming independence
between the observers; �12jk

is the covariance between the
measurements of observer 1 at time j and observer 2 at time k;
�21jk

is the covariance between the measurements of observer
2 at time j and observer 1 at time k; �11jk

is the covari-
ance between the measurements of observer 1 at time j and
observer 1 at time k; �22jk

is the covariance between the mea-
surements of observer 2 at time j and observer 2 at time k; �1j

and �2j
are the means of the observers 1 and 2 at time j.

Carrasco and Jover [4] otherwise proposed estimating the
CCC using the appropriate intraclass correlation coefficient
(ICC) from the following variance components model:

Yij = � + ˛i + ˇj + eij

where Yij is the measurement taken by observer j (j = 1, . . ., k)
on subject i; � is the overall mean over subjects and observers;
˛i is the subject random effect assumed to be distributed as
˛i∼N(0, �2

˛ ); ˇj is the mean deviation of observer j from the over-
all mean; and eij is the random error assumed to be distributed
as eij∼N(0, �2

e ). All the effects of the model are assumed

to be independent. Under this model, the CCC can be
expressed by the variance components as

�CCC = �2
˛

�2
˛ + �2

ˇ + �2
e

where �2
ˇ = 1/(k − 1)

∑k

j=1ˇ2
j

accounts for systematic differ-
ences between observers.

Suppose now that p replicates are taken by subject and
observer. The former linear mixed model may be conveniently
modified to account for these replicates as

Yijt = � + ˛i + ˇj + eijt

with t = 1, . . .,  p.
The expression of the CCC remains the same as above. The

difference stems from the estimation process, as the variance
components will be more  efficiently estimated and the vari-
ability of the CCC estimate will be smaller in the presence of
repeated measurements [4].

Carrasco et al. [7] modified the CCC to afford for longitudi-
nal repeated measures. Following with the assumption that a
continuous variable is measured on n subjects by k observers
over p times, the variance components model that accounts
for all sources of variation is

Yijt = � + ˛i + ˇj + �t + ˛ˇij + ˛�it + ˇ�jt + eijt

where � is the overall mean; ˛i is the random subject effect
(i = 1, . . .,  n) assumed to be distributed as ˛i∼N(0, �2

˛ ); ˇj is
the mean deviation of observer j from the overall mean;
� t is the fixed time effect (t = 1, . . .,  p); ˛ˇij is the random
subject–observer interaction effect assumed to be distributed

as ˛ˇij∼N(0, �2
˛ˇ); ˛� it is the random subject–time interaction

effect assumed to be distributed as ˛�it∼N(0, �2
˛� ); ˇ� jt is the

fixed observer–time interaction effect and eijt is the random
error effect assumed to be distributed as ei∼MVN(0, �2

e Ri),
where ei is the vector of residuals of each subject. All the effects
of the model are assumed to be independent.

Ri is a p × p matrix that accounts for the longitudinal
correlation between residuals whose elements are defined
as cov(eijt, eijs) = �2

e �(�, |t − s|). The autocorrelation function �()
takes values that are between 0 and 1, and depends on the
vector of parameters � and the distance over time between
residuals. It is assumed that �(0) = 1 and �(∞) = 1. The appro-
priate expression of the ICC for measuring agreement between
observers is

�CCC = �2
˛ + �2

˛�
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˛� + �2
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ˇ� + �2
e

It must be stated that this coefficient concurs with the CCC
for repeated measures defined above when D is an identity
matrix. If D is a diagonal matrix, the expression of the CCC is

�CCC =
(�2
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2.2. Estimation

King et al. [6] proposed estimating the CCC via U-statistics.
Thus, with a moderately large sample size, the distributions
of the estimators are asymptotically normal, and consistent
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