Computers and Mathematics with Applications 56 (2008) 1457-1464

Contents lists available at ScienceDirect %&
Computers and Mathematics with Applications Z
journal homepage: www.elsevier.com/locate/camwa e

First-order optimality conditions for two classes of generalized
nonsmooth semi-infinite optimization”

Li-Ping Pang®*, Ming-Zheng Wang®, Zun-Quan Xia*?

4 CORA, Department of Applied Mathematics, Dalian University of Technology, Dalian 116024, China
b School of Management, Dalian University of Technology, Dalian 116024, China

ARTICLE INFO ABSTRACT

Article history: We investigate two classes of generalized nonsmooth semi-infinite optimization problems

Received 1 March 2007 in this paper, that is, the generalized convex semi-infinite optimization problem and

Accepted 6 February 2008 the generalized Lipscitz semi-infinite optimization problem. Their first order necessary
optimality conditions are obtained using either the differentiability properties of the

Keywords: optimal value functions or the bounds for the directional derivatives of the optimal value

First order optimality condition
Generalized nonsmooth semi-infinite
optimization

Optimal value function

Directional differentiability

Convex programming

function.
© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

In recent years, there has been an increasing interesting in research for (generalized) semi-infinite optimization,
see Lopez and Still [1], since various engineering problems can be modelled as (generalized) semi-infinite optimization
problems, e.g., design problems, time-minimal heating or cooling of a ball and reverse Chebyshev approximation, see for
instance [9]. In this paper, we consider generalized semi-infinite optimization problems in the following form:

min  f(x)
st.  gxy) <0, yeY(), (1.1)
xeR"

where the mapping Y(-) is defined as

Yx) ={y e R hi(x,y) =0,i=1,...,p, hi(x,y) <0,i=p+1,...,q}. (1.2)
Let the function v(x) be the optimal value of the following optimization problem:
max gx,y),
that is,

v(x) = max g(x, y).
yeY(x)
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Denote the feasible set of the problem (1.1) by S = {x € R"| g(x,y) < 0, y € Y(x)}. It can be seen from the above that the
feasible set can be written in the following equivalent form

S={xeR"|v(x) <0}.

In order to study the optimality conditions of semi-infinite optimization, we need to know the differentiable properties of
the function v(x). So our results are closely related to the differentiable properties of the optimal value function.

The optimization problem defined by (1.1) is called the standard semi-infinite optimization if Y(x) does not depend on x,
i.e., Y(x) = Y forallx € R". The optimization problem (1.1) is called a generalized smooth semi-infinite optimization problem
(in short, a GSSIO problem) if Y(x) is a set-valued mapping depending on x € R" and formulated in the form (1.2), where the
involved functions f(x), g(x, y) and h;(x, y), fori = 1,2, ..., g, all are real valued and continuously differentiable. If at least
one of f(x), g(x,y) and h;(x,y), fori =1, 2, ..., g, is real valued and nondifferentiable, then the problem (1.1) is said to be a
generalized nonsmooth semi-infinite optimization problem (in short, a GNSIO problem).

In the literature, there are many researches on optimality conditions for semi-infinite optimization problems. A necessary
first-order condition of the Fritz-John type has been given recently by Jongen-Riickmann [2] without any regularity
conditions on the lower-level problem. Riickmann and Shapiro [3] and Stein and Still [4] studied the first-order optimality
conditions for generalized semi-infinite optimization. A common assumption considered above is that all involved functions
appearing in those optimization problems are smooth. Worldwide there have been about thirty papers on the generalized
semi-infinite optimization problems, for details to see the review [1]. To the best of our knowledge, there is no study that,
like ours, considers generalized nonsmooth semi-infinite optmization problems. Based on this, in this paper, we study two
classes of generalized nonsmooth semi-infinite optimization problems. As an extension to the GSISO problems studied by
Riickmann and Shapiro [3], we present the first order necessary optimality conditions for GNSIO problems which contain
convex or locally Lipschitz functions under weaker assumptions.

The remaining part of this paper is as follows. In Section 2, we show some notation and basic assumptions that are used
in this paper. In Section 3, we present the first-order necessary optimality condition for generalized convex semi-infinite
optimization problems (in short, GCSIO problems). In Section 4, we present the first-order necessary optimality condition
for generalized Lipschitz semi-infinite optimization problems (in short, GLSIO problems).

2. Preliminaries

In this section, we introduce the notation and the basic assumptions used throughout this paper. As is well known, for a
convex function f : R" — R!, its subdifferential is defined by

of(x) ={£cR"f(2) = f(x) + (§,z—x), VzeR"},

see [5]. Let g : R™" — R! be convex, we denote the subdifferentials of g at (x°, y°) with respect to x and y, by 3,g(x°, y°)
and 9,g(x°, y°), respectively; and for a Lipschitz function f : R* — R!, its directional derivative and generalized directional
derivative at x in direction d are defined by

oo g fx+td) — f(x)
fxd) = 1}{5‘ -
and

fP(x;d) = lim w’

y—=x,t0 t

respectively. A function f is said to be regular, if f'(x; d) = f°(x; d) for any d € R". The generalized subdifferential of f at x in
the sense of Clarke, denoted by 9°f(x), is defined by a nonempty compact subset of R",
For a set 2 C R", we denote its support function by §*(-|£2), defined as

§%(d|2) = sup(§, d),
Een
and we denote its convex hull, closed convex hull and convex cone generated by 2, by cos?, cos2 and cones?, respectively.
We denote a neighbourhood of x° by N(x°). Then we know that the support function of the set df (x) is f'(x, d), that is,
Eedf(x) if §°(dlof(x)) > (&£,d) foralld e R".
and Lipschitz function’s support function is f°(x, d), that is,
Ee df(x) if §*(d|d°f(x)) > (&,d) foralld e R".

The support function is very useful and plays an important role in nonsmooth optimization problems and convex analysis,
see Aubin [6] and Xia et al. [7].
In the following, we give some basic assumptions that are used in the rest of the paper.

Assumption A1. The following assumptions hold:

I. The involved functions f(x), g(x, y), hi(x,y),i=p+ 1,p+ 2, ..., q, all are finite real-valued convex with respect to x for
every y;
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