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A b s t r a c t - - W e  obtain necessary and sufficient coefficient conditions for a center at the origin for 
a Li~nard system with nonlinearities of degree six. The necessity of the conditions is derived from 
the  first seven focus quantities and their sufficiency is proved by Cherkas's method. © 2006 Elsevier 
Ltd. All rights reserved. 
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Consider the system 

1. I N T R O D U C T I O N  

n 

dx dy - x  + E Y~ (x, y) = Y(x ,  y), (1) d---[ = y + Xs (x, y) = X (x, y), d--t -- 
s=2 s=2 

where Xs(x,  y), Ys(x, y) are polynomials in x and y of degree s. Conversion to polar coordinates 

shows tha t  near the origin either all nons ta t ionary  trajectories of (1) are ovals (in which case 

the origin is called a center) or they are all spirals (in which case the origin is called a focus). 
The problem of dist inguishing between centers and loci is known as the Poincard center problem. 
Generally speaking, resolving the center problem is the first step toward the investigation of the 

so-called cyelicity problem, which is also known as the local 16 th Hilbert  problem (see, e.g., [1,2]). 

A criterion for dist inguishing between a center and a focus of (1) is given by the next  theorem, 

which is due to Poincar~ and Lyapunov. 
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THEOREM 1. The origin of system (1) is a singular point of the center type if and only if the 
system admits a first integral of the form 

oo 

x: + + p (z, y) _-- c, (2) 
k = 3  

where pk(x, y) are homogeneous polynomials of degree k. 

It  is readily seen that  it is always possible to find a function of the form 

oo 8 . , 

s = 3  j = 0  

(3) 

such that 
oo 

O~ O~ y x ,  y 2 )  i + 1  
o x X ( x , y ) + - ~ y  ( y ) = ~ - ~ g i ( x 2 +  , (4) 

i = 1  

where vj,s-j and gi axe polynomials in coefficients of X and Y. We call the polynomials gi the 
focus quantities of system (1). If for some values of parameters of (1) gl -- g2 . . . . .  0 then 
the corresponding system (1) has a formal integral (3); however, this yields the existence of a 
convergent integral of form (3) (see, e.g., [3, Chapter 1, Section 6]) and, therefore, the existence 
of a center at the origin of system (1). Otherwise, if there exists k such that  gk ~ 0 then the 
corresponding system of differential equations has a focus at the origin. 

For a given polynomial ideal I = ( f l , . . . ,  fp) C k[x l , . . . ,  x~] we denote by V( I )  the variety 
of I,  that is the zero set of all polynomials in I.  A possible way to distinguish between a center 
and a focus of system (1) is as follows. One computes few first focus quantities, say g l , . . .  ,gin, 
and then tries to check whether the variety defined by these quantities coincides with the variety 
of the ideal of all focus quantities, that  is, whether 

v(<gl , . . . ,gm>)=v(<gl ,g2, . . . ) ) .  (5) 

Due to the Hilbert basis theorem equality (5) must hold for some m; however, there are no regular 
methods for verifying (5). According to Theorem 1 in order to prove (5) it is sufficient to show 
that  all systems from V ( ( g l , . . . ,  gin)) admit a first integral of form (2). However, no regular 
methods for constructing such an integral are known as well, and this is one of the reasons why: 
despite its hundred-year history, the center problem has been solved for only a few subfamilies 
of system (1), mainly subfamilies of the so-called cubic system, that  is, system of the form 

dx dy 
d--t = y + X 2 ( x , y ) + X 3 ( x , y ) ,  dt - x + Y 2 ( x , y ) + Y 3 ( x , y )  (6) 

(see, for example, [4-14] and references therein). 
Consider now a subfamily of (1) of the form 

= y ,  9 = - a ( x )  - y f ( x ) ,  (7) 

where f (x)  and g(x) are real polynomials, such that  

g(0) =0 ,  g'(0) >0.  (8) 

If the origin is a nondegenerate center or a focus of system (7) then (8) holds. System (7) is 
called the Lidnard system. 
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