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a b s t r a c t

In this paper, we modify a classical downdating SVD algorithm and reduce its complexity
significantly. We use a structured low-rank approximation algorithm to compute an hier-
archically semiseparable (HSS) matrix approximation to the eigenvector matrix of a diag-
onal matrix plus rank-one modification. The complexity of our downdating algorithm is
analyzed. We further show that the structured low-rank approximation algorithm is back-
ward stable. Numerous experiments have been done to show the efficiency of our algo-
rithm. For some matrices with large dimensions, our algorithm can be much faster than
that using plain matrix–matrix multiplication routine in Intel MKL in both sequential and
parallel cases.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Let A be anM × N real matrix,M > N , and assume that its SVD is defined as

A = UΣV T
=

U1 U2

 Σ1
0


V T

= U1Σ1V T , (1)

where U =

U1 U2


∈ RM×M and V ∈ RN×N are orthogonal matrices, U1 ∈ RM×N , and Σ1 ∈ RN×N is a diagonal matrix,

whose diagonal entries are the singular values of A. In this paper, we propose a fast algorithm to compute the SVD of A′

satisfying

A =


A′

aT


, (2)

where aT is the bottom row of A. Note that the case of deleting a column of A can be considered similarly.
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Computing the SVD of A′ is well-known as the downdating SVD problem [1], which has been widely applied in signal
processing, image analysis and least square problems (see [2–5] formore details).Whenusing Latent Semantic Indexing (LSI)
for information retrieval, some outdated terms and/or documents can be removed from the term-by-document matrix [6],
which is also reduced to the downdating SVD problem.

Most algorithms for downdating SVD (see [1,3]) are expensive, costing O(N3) flops. For simplicity of analysis, we assume
thatM and N are in the same order,M = O(N). In this paper, we show that the complexity of downdating SVD problem (2)
can be reduced to O(N2r) flops,

A′
= U ′Σ ′V ′T

=

U ′

1 U ′

2

 Σ ′

1
0


V ′T

= U ′

1Σ
′

1V
′T , (3)

where r is a moderate constant (see Section 3.2 for details), and U ′

1 ∈ R(M−1)×N . The technique used in this paper is similar
to that in [7,8]. The main observation is that some intermediate matrices appeared in the algorithm in [1] are Cauchy-
like matrices and have off-diagonal low-rank property, see Eqs. (7) and (8). We use hierarchically semiseparable (HSS)
matrices [9–11] to approximate thesematrices, and then use fast HSSmatrix–matrixmultiplication algorithm [12] to update
the singular vectors. Note that the updating SVD problem in [3,13] can be accelerated similarly.

To fully take advantage of these two properties, a structured low-rank approximation method is proposed for Cauchy-
like matrices in [7,8], which is called SRRSC (structured rank-revealing Schur complement factorization). SRRSC only works
on several vectors, therefore itsmemory cost is linearO(N). The complexity of using SRRSC to construct HSS approximations
is analyzed in Section 4.2, which is shown to be O(N2r), where N is the dimension of the matrix and r is a modest constant
as above. In Section 4.3, the rounding error analysis of SRRSC is included, which shows that SRRSC is backward stable.

Numerous experiments have been done in Section 5 to show the efficiency of our algorithm. Since both the HSS construc-
tion algorithm and HSS matrix–matrix multiplication algorithm are good for parallel, we further implement the proposed
downdating SVD algorithm by using OpenMP on the shared memory multicore platform. For matrices with large dimen-
sions, the proposed downdating algorithm can be 3x–5x faster than that using plain matrix–matrix multiplication routine
in Intel MKL in the serial and parallel cases.

2. Preliminaries

TheHSSmatrix is an important kind of rank-structuredmatrices. It explores the low-rank property of off-diagonal blocks,
which was first discussed in [10,11]. In this section, we briefly summarize some key concepts of the HSS structure following
the notation in [14,15,9].

2.1. Tree structure

Suppose thatH is a generalN×N matrix, and I = {1, 2, . . . ,N} is the set of its row and column indices. Let T be a binary
tree with 2n − 1 nodes labeled as i = 1, 2, . . . , 2n − 1, in which the root node is numbered 2n − 1 and the number of leaf
nodes is n. Here T is assumed to be in post order, which means that the ordering of non-leaf node i satisfies i1 < i2 < i,
where i1 and i2 are its left and right child respectively. Each node i is associated with a subset of indices ti ⊆ I . Thus ti has
the following properties:

1. Each non-leaf node satisfies ti1 ∪ ti2 = ti and ti1 ∩ ti2 = ∅, and the leaf nodes satisfy ∪all leaves i ti = I .
2. ti = I , when node i is the root of T .

Following the notation in [14], letHtitj denote the submatrix ofH corresponding to row index set ti and column index set tj.

2.2. Generators

If matrixH of orderN is represented in HSS form and its correspondingHSS tree isT , there existmatricesDi,Ui, Vi, Ri,Wi
and Bi (called HSS generators) associated with each node i of T satisfying

D2n−1 = H, U2n−1 = ∅, V2n−1 = ∅,

Di = Htiti =


Di1 Ui1Bi1V

T
i2

Ui2Bi2V
T
i1 Di2


,

Ui =


Ui1Ri1
Ui2Ri2


, Vi =


Vi1Wi1
Vi2Wi2


.

(4)

For each node i of T , its corresponding HSS block row and column are defined as follows:

Hrow
i = Hti×(I\ti) and Hcolumn

i = H(I\ti)×ti , (5)
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