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a b s t r a c t

The numerical solution of linear time-invariant systems of fractional order is investigated.
We construct a family of exponential integrators of Adams type possessing good conver-
gence and stability properties. The methods are devised in order to keep at a suitable level,
the computational effort necessary to solve problems of large size. Numerical experiments
are provided to validate the theoretical results; the effectiveness of the proposed approach
is tested and compared to some other classical methods.
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1. Introduction

In several applications there are frequently involved linear time-invariant (LTI) systems of fractional order in the form

dα

dtα
x(t) = Ax(t) + bu(t)

y(t) = cT x(t),
(1)

where α is any real positive number, A ∈ RN×N , b ∈ RN×Ni and c ∈ RN×No are constant and x(t), u(t) and y(t) are vector-
valued functions mapping the interval [0, +∞) respectively into RN , RNi and RNo .

Throughout the paper, the fractional derivative, with respect to the origin, is introduced according to the Caputo’s
definition

dα

dtα
x(t) =

1
0(⌈α⌉ − α)

 t

0

x(⌈α⌉)(τ )
t − τ

α+1−⌈α⌉
dτ ,

where 0(·) is the Euler gamma function, ⌈α⌉ is the smallest integer such that α < ⌈α⌉ and x(⌈α⌉) denotes the standard
derivative of integer order ⌈α⌉. This approach is the most natural in real-life applications since it allows to couple system
(1) with classical initial conditions of Cauchy type

x(ν)(0) = x0,ν, ν = 0, . . . , ⌈α⌉ − 1.

We refer, for instance, to [1–3] for basic materials on fractional calculus.
Systems of this kind are frequently encountered in control theory; in this case x(t) represents the state or pseudo-state

variables and u(t) and y(t) denote respectively the input and output of the system. We are interested in problems with a
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highly internal complexity in which not only N is very large but it is also several orders of magnitude larger than Ni and
No. The case Ni = No = 1 is also of practical interest. For instance, models with a very high degree of complexity have
been proposed in the fields of electrical networks, power systems and smart grids [4]. Very often, problems of this kind
naturally originate frommodels described by partial differential equations (PDEs) with fractional-time derivatives after the
discretization of 2D and 3D spatial derivatives by some suitable techniques (usually finite elements or finite differences); in
these instances the number of internal states can vary from 103 to 106 or even 109.

The numerical solution of systems of fractional differential equations (FDEs), especially of very large size, is usually very
demanding. Indeed, derivative operators of non-integer order are non-local operators and, consequently, the time-step
integration involves, at each step, the use of all the previously evaluated values, with an increasing computational effort
as the integration process moves forward. Furthermore, with stiff problems some restrictive bounds apply to the step-size
in order to avoid errors for propagating very quickly.

Because of the combined effects of long-term memory and use of small step-sizes, the computation can become
prohibitive for practical purposes.

By chance, in most applications the main interest is not devoted to study (and compute) the evolution of the state x(t),
but rather to measure the response of the output y(t) under the effects of a certain excitation u(t). Especially with systems
in which Ni and No are reasonably smaller than N , our idea is that some advantages can be taken by directly evaluating the
output y(t) from the input u(t) without explicitly calculating x(t).

In this paperwe introduce a new family ofmethods of Adams type specifically designed for numerically solving fractional
LTI systems in order to achieve the following two main goals: (1) providing highly accurate solutions with stable behavior
without imposing severe restrictions on the step-size even in the presence of stiff problems; (2) keeping the computational
effort at a reasonable level by performing most of the computation in a space of size proportional to Ni and No instead of N .

The framework in which we will be operating is the exponential integrators. This is a class of numerical methods which
has been widely used and investigated for ordinary differential equations (ODEs); their use within fractional calculus is
however a rather unexplored area. To achieve the above mentioned goals, exponential integrators will be combined with
Krylov subspace methods and rational approximations.

This paper is organized as follows: in Section 2 we review some basic facts about exponential integrators for ODEs and
Adams methods for FDEs. Moreover we introduce a variation of constant formula for FDEs in order to describe in details, in
Section 3, the way in which exponential integrators of Adams type are generalized to FDEs; convergence properties are also
studied. In Section 4 we address the problem of evaluating, in an efficient way, the convolution weights (which are special
functions with matrix arguments) and we discuss some important issues related to the treatment of large size problems.
Finally, in Section 5 we present some numerical experiments to validate the theoretical findings and show the effectiveness
of the proposed approach by means of some comparisons with other existing methods.

2. Preliminaries

For the sake of clarity and completeness, we briefly review some basic material which will be used later in the paper.
We will include in this section just the essential notions necessary for the subsequent analysis and we will provide some
references for the related topics.

2.1. Exponential integrators for ODEs

Exponential integrators are a class of powerful methods specifically designed for solving semilinear ODEs; basically, the
linear term is separated and solved by a matrix exponential and a time-stepping technique is applied to the nonlinear term.
The key tool in this process is the classical variation-of-constant formula for ODEs.

The main advantage is that once the linear term (which usually is stiff) has been solved exactly, the restrictions on the
step-size due to stability requirements are greatly relaxed. We do not discuss this technique in more details since the way
in which exponential integrators are devised will be clear when, in the next section, we will face with their generalization
to FDEs; we just refer to the review in [5] and to [6–8] for specific results on exponential integrators of Adams type for ODEs.

2.2. Adams methods for FDEs

A classical approach for the time simulation of the FDE in (1) starts from the integral representation of the true solution

x(t) =

⌈α⌉−1
ν=0

tν

ν!
x0,ν +

 t

0

(t − τ)α−1

0(α)


Ax(τ ) + bu(τ )


dτ .

On a uniform grid-mesh with constant spacing h > 0, the vector field Ax(t) + bu(t) is approximated by a suitable
piecewise polynomial and the resulting integrals are exactly evaluated. This technique, which is a generalization of classical
Adams multistep methods for ODEs, usually goes under the name of Product Integration (PI) rules [9].
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