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a b s t r a c t

We propose a numerical method (implemented in Matlab) for computing approximate
Fekete points on compactmultivariate domains. It relies on the search ofmaximumvolume
submatrices of Vandermonde matrices computed on suitable discretization meshes, and
uses a simple greedy algorithm based on QR factorization with column pivoting. The
method gives also automatically an algebraic cubature formula, provided that themoments
of the underlying polynomial basis are known. Numerical tests are presented for the
interval and the square, which show that approximate Fekete points are well suited for
polynomial interpolation and cubature.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

LetΩ ⊂ Rd be a compact subset (or lower dimensional manifold). Given a polynomial basis forΠdn (Ω) (the subspace of
d-variate polynomials of total degree≤ n restricted toΩ), say

span(pj)1≤j≤N = Πdn (Ω), N = N(n) := dim(Πdn (Ω)), (1)

and a sufficiently large and dense discretization ofΩ

X = {xi} ⊂ Ω, 1 ≤ i ≤ M, M > N, (2)

we can construct the rectangular Vandermonde matrix

V = Vn(x1, . . . , xM) = (vij) := (pj(xi)) ∈ RM×N . (3)

A quadrature formula of algebraic degree of exactness n for a given measure µ on Ω can be obtained by solving the
underdetermined linear system of the quadrature weights

M∑
i=1

wi pj(xi) =
∫
Ω

pj(x)dµ, 1 ≤ j ≤ N (4)
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that is in matrix form

V tw = m, m = {mj} =
{∫

Ω

pj(x)dµ
}
, 1 ≤ j ≤ N, (5)

provided that the ‘‘moments’’ {mj} are explicitly known or computable (cf., e.g., [1,2] for the computation of polynomial
moments over nonstandard domains). We observe that in the numerical literature there is no universal agreement on the
terminology on Vandermonde matrices, often V t (in our notation) is called the Vandermonde matrix; see, e.g., [3].
The solution of such a system by a standard SVD approach (cf. [3,4]) would then give in general a vector of M nonzero

weights, and thus a quadrature formula which uses all the original discretization points; this has been confirmed by all our
numerical experiments, where zero or nearly zero weights (compared to the others) do not appear, indeed all the weights
have the same size. On the contrary, if V t has full rank, its solution by the standard Matlab backslash ‘‘\’’ solver for linear
systems (cf. [5]) gives only N nonzero weights, and thus also an automatic selection of the relevant N quadrature nodes and
weights. In a Matlab-like notation we can write:

Algorithm 1 (Approximate Fekete points, Full Rank V t ).

• w = V t \m; ind = find(w 6= 0);
• X∗ = X(ind); w∗ = w(ind); V∗ = V (ind, :);

where ind = (i1, . . . , iN), that is we get the two arrays of length N

X∗ = {xi1 , . . . , xiN }, w∗ = {wi1 , . . . , wiN }, (6)

which generate the quadrature formula∫
Ω

f (x)dµ ≈
N∑
k=1

wik f (xik), f ∈ C(Ω). (7)

Moreover, we also extract a nonsingular Vandermonde submatrix V∗ (corresponding to the selected points), which can be
useful for polynomial interpolation. When rank(V t) < N , Algorithm 1 fails to extract the correct number of points. This
means that polynomial interpolation at that degree is not possible by the extraction procedure (a remedy for this situation
is discussed in Section 3). Computing quadrature weights frommoments via square Vandermondematrices is a well-known
and developed approach in the one-dimensional case (see, e.g., [6]), whereas the general and multidimensional extraction
procedures just sketched (based on rectangular Vandermonde matrices) seems in some respect new.

Our numerical experiments in the interval and in the square show that, when suitable polynomial bases are used, this
approach gives a good (stable and convergent) quadrature formula, and in addition the extracted quadrature nodes are good
polynomial interpolation points (slow growth of the Lebesgue constant).
This is essentially due to the implementation of the Matlab backslash command for underdetermined linear systems,

which is based on the QR factorization algorithm with column pivoting, firstly proposed by Businger and Golub in 1965
(cf. [7]). The backslash command for rectangular matrices uses the LAPACK routine DGEQP3, see the ‘‘mldivide’’ command
page in [5,8].
The result is that such points are approximate Fekete points, that is points computed by ‘‘trying to maximize’’ the

Vandermonde determinant absolute value, as we shall discuss in the next sections. Our work is mainly of computational
kind, for a deep discussion about the theoretical issues of the present approach in the one-dimensional case we refer the
reader to the work in progress [9].

2. Approximate Fekete points in the interval

In order to show the potentialities of the method, we present in Table 1 below some relevant parameters concerning
quadrature and interpolation in the one-dimensional case, Ω = [−1, 1] and dµ = dx. The nodes are extracted from a
uniform grid of 5000 points (see Remark 1) at a sequence of degrees, n = 10, 20, . . . , 60, with three different polynomial
bases (the monomial, the Legendre and the Chebyshev basis). The parameters (given with two or three significant figures)
are the spectral condition number of the transpose rectangular Vandermonde matrix, the euclidean norm of the weights’
system residual (say ‖res(w)‖2 = ‖m − V tw‖2), the sum of the weights’ absolute values (a measure of the quadrature
stability, cf. [10]), the Lebesgue constant Λn (a measure of the interpolation stability, cf. [11]: such a quantity is evaluated
numerically on a very large set of control points). Concerning quadrature, the required moments are known analytically,
in particular by orthogonality the integrals of the Legendre basis polynomials are all vanishing except at degree zero (cf.,
e.g., [12] for the Chebyshev basis).
We can see that both the orthogonal bases give very good results, the best in terms of Lebesgue constant being obtained

with the Chebyshev basis. On the contrary, the monomial basis suffers from ill-conditioning of Vandermonde matrices,
which at higher degrees become even rank-deficient, i.e. rank(V t) < N , so that as observed above Algorithm 1 fails to
extract the correct number of points. Thismeans that polynomial interpolation at that degree is not possible by the extraction



Download English Version:

https://daneshyari.com/en/article/474110

Download Persian Version:

https://daneshyari.com/article/474110

Daneshyari.com

https://daneshyari.com/en/article/474110
https://daneshyari.com/article/474110
https://daneshyari.com

