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a b s t r a c t

One of the most significant and common techniques to accelerate user queries in multidimensional databases

is view materialization. The problem of choosing an appropriate part of data structure for materialization

under limited resources is known as the view selection problem. In this paper, the problem of the mean

query execution time minimization under limited storage space is studied. Different heuristics based on a

greedy method are examined, proofs regarding their performance are presented, and modifications for them

are proposed, which not only improve the solution cost but also shorten the running time. Additionally,

the heuristics and a widely used Integer Programming solver are experimentally compared with respect to

the running time and the cost of solution. What distinguishes this comparison is its comprehensiveness,

which is obtained by the use of performance profiles. Two computational effort reduction schemas, which

significantly accelerate heuristics as well as optimal algorithms without increasing the value of the cost

function, are also proposed. The presented experiments were done on a large dataset with special attention

to the large problems, rarely considered in previous experiments. The main disadvantage of a greedy method

indicated in literature was its long running time. The results of the conducted experiments show that the

modification of the greedy algorithm together with the computational effort reduction schemas presented in

this paper result in the method which finds a solution in short time, even for large lattices.

© 2015 Elsevier B.V. and Association of European Operational Research Societies (EURO) within the

International Federation of Operational Research Societies (IFORS). All rights reserved.

1. Introduction

On-Line Analytical Processing (OLAP) is one of the most important

technologies applied in modern decision support systems. OLAP pro-

vides users with ability to perform on-line, multidimensional analysis

requiring the computation of many aggregating functions, frequently

on large volumes of data. The query response time is considered as

the main measure of system efficiency. Many methods are used to

meet the performance demands, beginning from the base OLAP char-

acteristic – the specialized multidimensional structure, through data

indexing strategies, partitioning, or query optimizers. One of the com-

mon techniques is precomputing (materializing) the part of data cube

aggregates. The user queries can retrieve data from prepared struc-

tures instead of making all calculations on the fly (Chaudhuri, Dayal,

& Narasayya, 2011). The problem of choosing part of data structure

for materialization under limited resources is universally known as

the view selection problem, or as the warehouse view selection prob-

lem when used in designing data warehouses. The solution to this
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problem is not as simple as materializing the cells which are most

frequently requested by users’ queries, since cells are dependent on

each other and some may be even not asked at all but their material-

ization will greatly facilitate calculation of other cells. In general case,

the problem of selecting the right part of cube for materialization is

NP-hard (Gupta, 1997).

To illustrate the concept of using materialized views to answer

queries let us consider an example of simple star schema database

(Kimball & Ross, 2002), which is derived from O’Neil, O’Neil, and

Chen (2009). The schema consists of four dimension tables: CUS-

TOMER, SUPPLIER, PART and DATE and one fact table: LINEORDER.

For simplification, assume that every dimension table has only one

attribute, called the same as dimension name and fact table has only

one measure Revenue. The database schema is presented in Fig. 1(a).

For example, a user may be interested in revenue by customers and

parts, which is expressed by the following SQL query:

SELECT C.Customer, P.Part, SUM(L.Revenue)

FROM dbo.LINEORDER L, dbo.CUSTOMER C, dbo.PART P

WHERE L.Customer=C.Customer and L.Part=P.Part

GROUP BY C.Customer, P.Part

The query could be answered directly from the schema ta-

bles, but if the view grouping data by customers and parts is
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Fig. 1. Star schema example: (a) database diagram and (b) lattice diagram.

materialized, it could be used to save time on joins, groupings, and

aggregations.

The above query could also be answered from the view which

groups data by customers, parts, and suppliers (by summing revenue

over all suppliers), or from the view which groups data by customers,

parts, and dates (by summing revenue over all dates). The lattice

framework introduced in Harinarayan, Rajaraman, and Ullman (1996)

could be used to describe relations between all possible views which

aggregate revenue by attributes from dimension tables. Views are

represented as nodes in the lattice diagram. Every edge that connects

two views means that a higher view (parent) can be calculated from a

lower view (child). More precisely, if � denotes a strong partial order

between views,1 vi � vj and vi�vj then there is an edge between

two views vi and vj and there is no vk such that vi�vk�vj, vk � vi

and vk � vj.
2 All possible views with dependencies between them,

for the considered example, are presented in Fig. 1(b). Each view is

labelled according to the first letter of attributes in its GROUP BY (and

WHERE) clause. The ‘All’ view contains one value which aggregates

all the data (note, that it can be computed from any other view). The

lowest view is created by joining all dimension tables with a fact table

with grouping on all attributes. In this paper, the lowest view is called

the base view. Every view could be computed from the base view.

The considered problem is as follows: giving the data cube, prob-

ability distribution of user queries and maximum space allocated for

views materialization, find a set of views for materialization which

minimizes the mean response time of user queries. As in most pa-

pers (Asgharzadeh Talebi, Chirkova, and Fathi, 2007 and antecedent

papers, Asgharzadeh Talebi, Chirkova, and Fathi, 2013; Gupta,

Harinarayan, Rajaraman, and Ullman, 1997; Harinarayan et al.,

1996; Kalnis, Mamoulis, and Papadias, 2002; Li, Asgharzadeh Talebi,

Chirkova, and Fathi, 2005; Shukla, Deshpande, and Naughton, 1998)

the analysis is restricted to a data cube, which views form OR view

graph (Gupta, 1997; Gupta & Mumick, 2005). The view graph is OR

if every parent view can be computed from any of its children (as

1 vi�vj for vi � vj if and only if vi can be answered using only the results of vj – we

say that vi is calculated from vj .
2 In fact, in order to have the lattice it is also required that for any two views the

least upper bound (supremum) and the greatest lower bound (infimum) must exist.

However, after Harinarayan et al. (1996) it is postulated that: (1) there is a partial

order between views; (2) there exists one view from which every other view could be

determined.

in the lattice defined above). It is also assumed that each query is

always answered from one view (as in Asgharzadeh Talebi et al.,

2007 and antecedent papers, Asgharzadeh Talebi et al., 2013; Gupta

et al., 1997; Harinarayan et al., 1996; Kalnis et al., 2002; Li et al.,

2005; Shukla et al., 1998) and based on that assumption in the rest

of the paper the terms query evaluation time and view evaluation

time are used interchangeably. When the cube views are described as

the lattice, the view selection problem corresponds to selecting nodes

from the lattice diagram. As stressed in Harinarayan et al. (1996) the

storage space is also a good indicator of the time needed to create

the cube.

The research presented here was motivated by the conclusions

from Asgharzadeh Talebi et al. (2007) and antecedent papers. Intu-

itively, it may be supposed that for real size problems an exponential

algorithm like Branch and Bound performs much worse with respect

to the execution time than a polynomial time heuristic like a greedy

algorithm. However, from Asgharzadeh Talebi et al. (2007) and an-

tecedent papers it can be learnt that branch and bound actually per-

forms better not only with respect to the quality of solution (which is

obvious) but also with respect to the execution time.

The specific contributions of the paper are as follows:

(i) Different heuristics presented in literature and based on a

greedy method are compared with widely used Integer Pro-

gramming procedures.

(ii) The numerical experiments presented in the paper were done

on large datasets since that minimizes the influence of untypi-

cal cases. A special attention was paid to large problems rarely

considered in numerical experiments discussed so far in liter-

ature.

(iii) The presented paper is the first one in which different algo-

rithms for the view selection problem are compared compre-

hensively with the help of performance profiles (Dolan & Moré,

2002).

(iv) Using the example of the lattice from Karloff and Mihail (1999)

it has been shown that the popular greedy algorithm presented

in Gupta and Mumick (2005) has no performance guarantee for

the discussed view selection problem.

(v) Several modifications to the greedy heuristic from Gupta and

Mumick (2005) have been proposed to construct the method

which is better with the respect to the value of objective func-

tion and with respect to the computational time.
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