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a b s t r a c t

In this paper, we present an iterative algorithm for finding a common element of the set of solutions of a
mixed equilibrium problem and the set of fixed points of an infinite family of nonexpansive mappings
and the set of a variational inclusion in a real Hilbert space. Furthermore, we prove that the proposed iter-
ative algorithm has strong convergence under some mild conditions imposed on algorithm parameters.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Let C be a nonempty closed convex subset of a real Hilbert space H. Let F : C ? H be a nonlinear mapping and let u : C ? R be a function
and H be a bifunction of C � C into R.

Now, we consider the following mixed equilibrium problem: find x⁄ 2 C such that

Hðx�; yÞ þuðyÞ �uðx�Þ þ hFx�; y� x�iP 0; 8y 2 C: ð1:1Þ

If F = 0, then the mixed equilibrium problem (1.1) becomes the following mixed equilibrium problem: find x⁄ 2 C such that

Hðx�; yÞ þuðyÞ �uðx�ÞP 0; 8y 2 C; ð1:2Þ

which was considered by Ceng and Yao [1].
If u = 0, then the mixed equilibrium problem (1.1) becomes the following equilibrium problem: find x⁄ 2 C such that

Hðx�; yÞ þ hFx�; y� x�iP 0; 8y 2 C; ð1:3Þ

which was studied by Takahashi and Takahashi [2].
If u = 0 and F = 0, then the mixed equilibrium problem (1.1) becomes the following equilibrium problem: find x⁄ 2 C such that

Hðx�; yÞP 0; 8y 2 C: ð1:4Þ

If H(x,y) = 0 for all x, y 2 C, the mixed equilibrium problem (1.1) becomes the following variational inequality problem: find x⁄ 2 C such
that

uðyÞ �uðx�Þ þ hFx�; y� x�iP 0; 8y 2 C: ð1:5Þ

The set of solutions of the problems (1.1)–(1.5) are denoted by EP(1)–EP(5), respectively.
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The mixed equilibrium problems include optimization problems, variational inequality problems and the equilibrium problems as spe-
cial cases. Related works (see [3–5,31,32] and the references therein) and some methods have been proposed to solve the mixed equilib-
rium problems and the equilibrium problems (see, for instance, [6–13,30]).

In 1997, Combettes and Hirstoaga [14] first introduced an iterative method of finding the best approximation to the initial data and
proved a strong convergence theorem. Subsequently, some related works have been extended by many authors (see, for example, Ceng
and Yao [1], Takahashi and Takahashi [9], Yao et al. [12], Peng and Yao [15], Suzuki [28], Xu [29]).

Recall some kinds of nonlinear mappings as follows:

(1) A mapping f : C ? C is called a q-contraction if there exists a constant q 2 [0,1) such that

kf ðxÞ � f ðyÞk 6 qkx� yk; 8x; y 2 C:

(2) A mapping T : C ? C is said to be nonexpansive if

kTx� Tyk 6 kx� yk; 8x; y 2 C:

Denote the set of fixed points of T by Fix(T).

(3) A mapping B : C ? C is said to be b-inverse strongly monotone if there exist a constant b > 0 such that

hBx� By; x� yiP bkBx� Byk2
; 8x; y 2 C:

(4) A mapping A is strongly positive on H if there exists a constant l > 0 such that

hAx; xiP lkxk2
; 8x 2 H:

Let B : H ? H be a single-valued nonlinear mapping and R : H ? 2H be a set-valued mapping.
Now, we concern the following variational inclusion problem: find a point x 2 H such that

h 2 BðxÞ þ RðxÞ; ð1:6Þ

where h is the zero vector in H.
The set of solutions of the problem (1.6) is denoted by I(B,R). If H = Rm, then the problem (1.6) becomes the generalized equation intro-

duced by Robinson [16]. If B = 0, then the problem (1.6) becomes the inclusion problem introduced by Rockafellar [17]. It is known that the
problem (1.6) provides a convenient framework for the unified study of optimal solutions in many optimization related areas including
mathematical programming, complementarity problems, variational inequalities, optimal control, mathematical economics, equilibria
and game theory, etc. Also, various types of variational inclusions problems have been extended and generalized, for more details, refer
to [18–24] and the references therein.

Inspired and motivated by the works in the literature, in this paper, we present a new iterative algorithm for finding a common element
of the set of solutions of a mixed equilibrium problem and the set of fixed points of a nonexpansive mapping and the set of a variational
inclusion in a real Hilbert space. Furthermore, we prove that the proposed iterative algorithm is strongly convergent under some mild con-
ditions imposed on algorithm parameters.

2. Preliminaries

Let H be a real Hilbert space with inner product h�, �i and norm k�k. Let C be a nonempty closed convex subset of H. Then, for any x 2 H,
there exists a unique nearest point in C, denoted by PC(x), such that

kx� PCðxÞk 6 kx� yk; 8y 2 C:

Such a mapping PC is called the metric projection of H onto C.
We know that PC is nonexpansive and, further, for any x 2 H and x⁄ 2 C,

x� ¼ PCðxÞ () hx� x�; x� � yiP 0; 8y 2 C:

A set-valued mapping T : H ? 2H is called monotone if, for all x, y 2 H, f 2 Tx and g 2 Ty imply hx � y, f � giP 0. A monotone mapping T :
H ? 2H is maximal if its graph G(T) is not properly contained in the graph of any other monotone mapping.

It is known that a monotone mapping T is maximal if and only if, for any (x, f) 2 H � H, hx � y, f � giP 0 for all (y,g) 2 G(T) implies f 2 Tx.
Let a set-valued mapping R : H ? 2H be maximal monotone. We define the resolvent operator JR,k associated with R and k as follows:

JR;k ¼ ðI þ kRÞ�1ðxÞ; 8x 2 H;

where k is a positive number.
It is worth mentioning that the resolvent operator JR,k is single-valued, nonexpansive and 1-inverse strongly monotone (see, for example,

[25]) and a solution of the problem (1.6) is a fixed point of the operator JR,k(I � kB) for all k > 0 (see, for instance, [26]).
Throughout this paper, we assume that a bifunction H : H � H ? R and a convex function u : H ? R satisfy the following conditions:

(H1) H(x,x) = 0 for all x 2 H;
(H2) H is monotone, i.e., H(x,y) + H(y,x) 6 0 for all x, y 2 H;
(H3) for any y 2 H, x ´ H(x,y) is weakly upper semicontinuous;
(H4) for any x 2 H, y ´ H(x,y) is convex and lower semicontinuous;
(H5) For any x 2 H and r > 0, there exists a bounded subset Dx � H and yx 2 H such that, for any z 2 HnDx,
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