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A B S T R A C T

Linde–Buzo–Gray (LBG), a traditional method of vector quantization (VQ) generates a local optimal codebook
which results in lower PSNR value. The performance of vector quantization (VQ) depends on the appro-
priate codebook, so researchers proposed optimization techniques for global codebook generation. Particle
swarm optimization (PSO) and Firefly algorithm (FA) generate an efficient codebook, but undergoes in-
stability in convergence when particle velocity is high and non-availability of brighter fireflies in the search
space respectively. In this paper, we propose a new algorithm called BA-LBG which uses Bat Algorithm
on initial solution of LBG. It produces an efficient codebook with less computational time and results
very good PSNR due to its automatic zooming feature using adjustable pulse emission rate and loud-
ness of bats. From the results, we observed that BA-LBG has high PSNR compared to LBG, PSO-LBG, Quantum
PSO-LBG, HBMO-LBG and FA-LBG, and its average convergence speed is 1.841 times faster than HBMO-
LBG and FA-LBG but no significance difference with PSO.

© 2016, The Authors. Publishing services by Elsevier B.V. on behalf of Karabuk University

1. Introduction

Image compression plays a major role in applications like inter-
net browsing,medical science, navy applications, TV broadcasting and
many more applications. Several techniques have been proposed by
many researchers over the past decades for image compression. Vector
Quantization (VQ) technique, performance is better than scalar quan-
tization methods such as pulse code modulation (PCM), differential
PCM (DPCM), Adaptive DPCM. Vector Quantization (VQ) [1,2] is ba-
sically a c-means clustering method widely used for image
compression, pattern recognition [3,4], speech recognition [5], face
detection [6] speech and image coding because of its excellent rate
distortion performance. VQ is popular because it has simple decod-
ing structure and can provide high compression ratio. Basically VQ
is performed in three steps: 1. Vector formation: – division of image
into non-overlapping blocks or vectors called input vectors, 2.
Codebook generation: – a set of representative image blocks of the
input blocks (vectors) is selectedwhich is called a codebook and each
representative image vector is called a codeword 3. Quantization: –
here each input vector is approximated to a codeword in the codebook
and corresponding index of this codeword is transmitted. VQmethods
are classified into two categories, namely crisp and fuzzy [7]. Crisp
VQ is based on hard decision making processes and appears to be
sensitive in codebook initialization. Themost representative algorithms

of this category are the c-means. To improve the behavior of c-means,
Linde et al. introduced the Linde–Buzo–Gray (LBG) algorithm, which
beginswith the smallest codebook size and gradually increase it using
a splitting procedure [8]. The performance of the LBG is improved
by embedding special functions called utility measures in the learn-
ing process. Fuzzy VQ is carried out in terms of fuzzy cluster analysis.
The most representative algorithms of this category is the fuzzy
c-means. The fuzzy c-means assume that each training vector belongs
to multiple clusters with different participation degrees (i.e. Mem-
bership degrees). Therefore, the learning is a soft decision making
process [9]. LBG Algorithm undergoes local optimum problem [10].
So Patane and Russo proposed a clustering algorithm called en-
hanced LBG (ELBG) [11]. They used the concept of utility of a
codeword to overcome the local optimal problem of LBG by shift-
ing the lower utility codewords to the onewith higher utility. Recently,
the evolutionary optimization algorithms had been developed to
design the codebook for improving the results of LGB algorithm.
Rajpoot, Hussain, Saleem and Qureshi designed a codebook by using
an ant colony system (ACS) algorithm [12]. In this algorithm, codebook
is optimized by representing the vector coefficients in a bidirec-
tional graph, followed by defining a suitablemechanism of depositing
pheromone on the edges of the graph. Tsaia, Tsengb, Yangc, and
Chiangb proposed a fast ant colony optimization for codebook gen-
eration by observing the redundant calculations [13]. In addition,
particle swarm optimization (PSO) vector quantization [14] outper-
forms LBG algorithm which is based on updating the global best
(gbest) and local best (lbest) solution. Feng, Chen, and Fun showed
that Evolutionary fuzzy particle swarm optimization algorithm [15]
has better global and robust performances than LBG learning
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algorithms. Quantum particle swarm algorithm (QPSO) was pro-
posed by Wang, Feng, Huang, Zhou, and Liang to solve the 0–1
knapsack problem [16]. The QPSO performance is better than PSO
as it computes the local point from the pbest and gbest for each par-
ticle and updates the position of the particle by choosing appropriate
parameters u and z.

Horng and Jiang applied honey bee mating optimization algo-
rithm forVector quantization [17]. HBMOhashighquality reconstructed
image and better codebook with small distortion compared to PSO-
LBG, QPSO-LBG and LBG algorithm. Horng applied a firefly algorithm
(FA) to design a codebook for vector quantization [18]. The firefly al-
gorithm has become an increasingly important tool of Swarm
Intelligence that has been applied in almost all areas of optimization,
aswell as engineeringproblems. Fireflyalgorithm is encouragedby social
activities of fireflies and the occurrence of bioluminescent communi-
cation. A Fireflywith lighter intensity valuemove towards the brighter
intensity firefly, and if there is no brighter firefly then it moves ran-
domly. Chang, Chiang, Yeh proposed a tree structured vector
quantization for fast codebook design with the help of employing the
triangle inequality to achieve efficient pruning of impossible codewords
[19]. Chen, Hwang and Tsou proposed a fast codebook search algo-
rithm based on triangular inequality estimation [20]. Kekre, Sarode,
Sange, Natu andNatu proposed a fast codebook search algorithmwith
different codebook sizes in 8, 16, 32, 64, 128 and 256 based on the
kekre’s fast codebook generation algorithm [21]. Kekre, Sarode, Thepade
and Vaishali proposed a Kekre’s fast codebook generation in VQ with
various color spaces for colorization of grayscale images [22]. Yang,
RuiXia,Wang, and Jiao proposed anEvolutionary clustering based vector
quantization for image compressionbasedonOne-step gradient descent
genetic algorithm (OSGD-GA). OSGD-GA is designed for optimizing the
codebooks of the low-frequencywavelet coefficient by defining the im-
portance of each coefficient and utilizing fuzzymembership to address
the automatic clustering [23]. Multivariate vector quantization (MVQ)
approach is useful for compressionof hyper spectral imagery (HSI) based
on a linear combination of two codewords from the codebook, and the
indexedmaps and their corresponding coefficients are separately coded
and compressed [24]. Contextual vector quantization (CVQ) com-
presses themedical ultrasound (US) images [25]. Contextual region is
definedas a region containing themost important information andmust
be encoded without considerable quality loss. Attempts are made to
encode this region with high priority and high resolution CVQ algo-
rithm. Huanga,Wanga and Chen proposed a dynamic learning vector–
scalar quantization for compression of ECG image by forming DWT
coefficients into tree vector (TV) and on which vector–scalar quanti-
zation is performed [26]. Tripathy, Dash and Tripathy proposed a
network layout optimization based ondynamic programmingusing op-
timization techniques [27]. Tsolakis et al. (in 2012) proposed a Fuzzy
vector quantization for image compression based on competitive ag-
glomeration and a novel codewordmigration strategy [28]. George et al.
proposed an improved batch fuzzy learning vector quantization for
image compression [29]. Tsekouras (in 2005) proposed a fuzzy vector
quantization by assigning an input vector tomore than one codeword
based on the crisp relation [30]. Tsolakis et al. developed a fast fuzzy
vectorquantization for gray scale image compressionby combining three
different learning modules. Those are: 1. Remove codewords that are
affected by a specific training pattern; 2. Reduce the number of train-
ing patterns; 3. Codewords of small clusters have moved to the
neighborhood of large ones [31].

Bat algorithm (BA) is a nature inspired Metaheuristic algo-
rithm developed by Yang in 2010 [32]. There is functional similarity
between bat algorithm and radio detection and ranging (RADAR).
The radar works based on examination of reflected signals/echo
signal from the object. Similarly, the basic idea behind Bat algo-
rithm is an echolocation feature of micro bats. Bat algorithm is
based on the echolocation behavior of micro bats with varying pulse
rates of emission and loudness. The bat emits some sounds with

different pulse rate and loudness. These sound signals are re-
flected back from objects called echo signals.With these echo signals,
bats can determine the size of the object and distance to object,
speed of the object and even their texture in fractions of a second
because of their sophisticated sense of hearing. Frequency tuning,
automatic zooming and parameter control features helps the Bat
algorithm to be efficient and speedy. Also Bat algorithm is simple
and flexible. A detailed comparison of bat algorithm with LBG, PSO,
QPSO, HBMO and FA for image compression with vector quantiza-
tion is given in Tables 5–12 and Figs. 6–15. From comparison, we
conclude clearly that BA has advantages over other algorithms.
Along with optimization problems [33], Bat algorithm can also be
applied to classification, clustering, data mining [34], image
matching [35], Fuzzy logic [36], and parameter estimation [37]
problems.

This paper is organized into five sections including the intro-
duction. In section 2, recent methods of codebook design are
discussed along with their algorithms. The proposed method of BA-
LBG algorithm is presented with the procedures in section 3. The
results and discussions are given in section 4. Finally, the conclu-
sion is given in section 5.

2. Recent methods of codebook design for VQ

As discussed in section 1, the major important technique for
image compression is Vector Quantization (VQ), which is to be op-
timized. The Vector Quantization (VQ) is one of the block coding
technique for image compression. Codebook design is an impor-
tant task in the design of VQ that minimizes the distortion between
reconstructed image and original image with less computational
time. Fig. 1 shows the encoding and decoding process of vector quan-
tization. The image (size N N× ), to be vector quantized, is subdivided
into Nb

N
n

N
n×( ) blocks with size n × n pixels. These divided image

blocks or training vectors of size n × n pixels are represented with
Xi (i = 1, 2, 3,. . .,Nb). The Codebook has a set of code words, where
Ci (i = 1. . .NC) is the ith codeword. The total number of codewords
in Codebook is Nc. Each subdivided image vector is (approxi-
mated) represented by the index of a codeword based on the
minimum Euclidean distance between the corresponding vector and
code words. The encoded results from the index table. During the
decoding procedure, the receiver uses the same codebook to trans-
late the index back to its corresponding codeword for reconstructing
the image. The distortion D between training vectors and the
codebook is given as
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uij is one if Xi is in the jth cluster, otherwise zero.
Two necessary conditions exist for an optimal vector quantizer.

(1) The partition Rj, j = 1,. . .,Nc must satisfy
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(2) The codeword Cj must be given by the centroid of Rj:
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where Nj is the total number of vectors belonging to Rj.
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