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a b s t r a c t

In humans, the relationship between experience and productivity, also known as learning (possibly also in-

cluding forgetting), is non-linear. As a result, prescriptive planning models that seek to manage workforce

development through task assignment are difficult to solve. To overcome this challenge we adapt a reformu-

lation technique from non-convex optimization to model non-linear functions with a discrete domain with

sets of binary and continuous variables and linear constraints. Further, whereas the original applications of

this technique yielded approximations, we show that in our context the resulting mixed integer program is

equivalent to the original non-linear problem. As a second contribution, we introduce a capacity scaling algo-

rithm that exploits the structure of the reformulation model and reduces computation time. We demonstrate

the effectiveness of the techniques on task assignment models wherein employee learning is a function of

task repetition.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Peter Senge famously wrote that the learning organization is “con-

tinually expanding its capacity to create its future” (Senge, 2006).

Citing employee learning as an effective way to create capacity from

existing resources, Levinthal and March (1993) argue that effective

management of employee learning can lead to a sustainable com-

petitive advantage. Some go further and claim that, in the modern

business environment, the only sustainable competitive advantage

will come from a company’s ability to learn more effectively than its

competitors (Kapp, 1999). Even if it is not the only source of com-

petitive advantage, Moustaghfir (2009) identifies learning as a core

component of organizational capabilities that are “immune to com-

petitive duplication.” In this paper, we address the issue of learning at

the operational level by developing solution techniques for workforce

planning models that incorporate individual on-the-job learning.

In particular, this paper focuses on a class of multi-period work-

force planning models that recognize human learning and forgetting

over a fixed planning horizon in environments that can be charac-

terized as task assignment. We consider a workforce that produces
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a product, the production of which requires the completion of a se-

quence of tasks. Inventory is allowed to accumulate in between each

task in the sequence. We assume that the workforce’s current skill lev-

els and thus their productivity are heterogeneous. As workers perform

a particular task, they gain experience that correspondingly leads to a

productivity improvement as they learn on the job. In addition, when

workers are not doing a particular task, they forget some of what they

have learned and their productivity on that particular task erodes. We

assume that each worker has his or her own rate of learning and for-

getting for each task. The objective is to maximize production over a

fixed time horizon.

In humans, the relationship between experience and productivity,

also known as learning (possibly also including forgetting), is non-

linear. Thus, prescriptive models incorporating learning are difficult

to solve. This paper helps overcome this challenge in two ways.

First, it adapts a reformulation technique for non-convex opti-

mization problems that enables linearization of the learning curves.

For general non-convex optimization, the reformulation yields an ap-

proximation of the original non-linear program (NLP). However, in

our application, the non-linear functions have a specific structure

that has not previously been explored. Specifically, they are functions

of the number of times an individual has performed a task over a fixed

number of periods, and thus have discrete and finite domains. In this

case, solutions to the mixed integer program (MIP) resulting from

the reformulation are optimal for the original non-linear program. As

a result, we can solve MIPs instead of NLPs, and with the superior
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capabilities of MIP solvers to those of NLP solvers, we are able to solve

problems that are significantly larger than what has been previously

possible.

The reformulation technique associates a binary variable with each

element of the domain of the non-linear function we wish to linearize.

In our application this translates to representing each potential skill

level for each worker in each period of the planning horizon with a

binary variable. As a result, as instance sizes grow, the resulting MIPs

become large, increasing solve times. Thus, as a second contribution,

we derive structural properties of the feasible region of the MIP that

in turn motivate a capacity scaling algorithm wherein these variables

are generated dynamically. With an extensive computational study,

we see that this algorithm reduces solution time. The capacity scaling

algorithm can be applied to any MIP resulting from the reformulation

technique.

The remainder of this paper is organized as follows. In Section 2,

we review the relevant literature. Section 3 presents our reformula-

tion technique, and Section 4 introduces the capacity scaling heuristic

that exploits the structure of the reformulation. Section 5 presents the

non-linear and reformulated math programs for the workforce plan-

ning model on which we perform computational tests. The section

also demonstrates how to implement the capacity scaling algorithm

with the reformulated workforce planning model. Using instances

of different sizes and characteristics, Section 6 studies the computa-

tional times associated with the reformulated math program and the

scaling algorithm. Section 7 offers conclusions and opportunities for

future work.

2. Literature review

Given its importance, a significant body of research has been de-

voted to developing quantitative models of individual learning and

forgetting. These models are often called learning curves. Of particular

interest for this paper is research devoted to on-the-job or experien-

tial learning, which is sometimes also called autonomous learning.

Dar-El (2000) provides a comprehensive review of both learning and

forgetting models as well as parameter estimation for learning mod-

els developed before 2000. Jaber and Sikström (2004) and Anzanello

and Fogliatto (2011) provide overviews that account for more re-

cent work on learning and forgetting models. Taking advantage of

improved data collection capabilities resulting from bar code readers

and other similar devices, Nembhard and Uzumeri (2000a) conclude

that a three-parameter hyperbolic function provides best fits observa-

tions of individual learning. Nembhard and Uzumeri (2000b) extend

the three-parameter hyperbolic function to incorporate forgetting.

Nembhard (2001) examines several models of forgetting and identi-

fies those with robust performance. Shafer, Nembhard, and Uzumeri

(2001) introduce a model that accounts for the recency of a task.

Jaber and Sikström (2004) provide a numerical analysis that, for three

models, identifies in which particular applications each model has

the best statistical fit of the learning and forgetting measured in the

application. While our work is amenable to other models of learn-

ing and forgetting, we focus this work on the exponential function

used in Nembhard and Norman (2007, chap. 4). The function was in-

troduced by Thomas and Nembhard (2005) as an exponential learn-

ing and forgetting function designed to achieve the performance of

the three-parameter hyperbolic function while allowing for improved

tractability in optimization models.

A number of authors have incorporated models of learning or of

learning and forgetting into optimization models for workforce man-

agement. While the existing work covers a variety of different ap-

plications, a common theme is the challenge in solving large-sized

instances. The success of exact solution approaches has been par-

ticularly limited. Nembhard and Norman (2007) introduce a task-

assignment model that includes learning and forgetting. Computa-

tional results are presented for a two workers, four tasks, and 10 time

periods example. For ease of exposition, we choose a model similar to

what is presented in Nembhard and Norman (2007) to illustrate our

reformulation technique. Heimerl and Kolisch (2010) also consider

an assignment model with the addition of constraints that represent

the firm’s desired skill composition at the end of a specified period

of time. Kim and Nembhard (2010) use a non-linear mixed integer

program to test the effects of experimental factors on cross-training

policy selection. While the number of tasks is difficult to determine,

the largest problem size considered has three workers and 24 periods.

For the situation in which each station has infinite buffers and a prob-

lem similar to that studied in this paper, Nembhard and Bentefouet

(2012) identify the structure of the optimal policy for the case where

the number of tasks and workers is the same. The result allows the

authors to solve the problem up to 96 workers, 96 tasks, and 246 pe-

riods. Using the flow-line production scenario used in this paper as an

application and for small problems of two to three workers and two

to three tasks, Bentefouet and Nembhard (2013) identify structural

properties that characterize the optimal solution. The results do not

generalize.

In addition to the specific structural results, however, Bentefouet

and Nembhard (2013) present a model that provides an upper bound

on the production that can be achieved from the application discussed

in this paper. The nature of the formulation of the upper bound prob-

lems allows the authors to linearize the learning functions in a way

that is a special case of the reformulation presented in Section 3. As

noted in Bentefouet and Nembhard (2013), solutions to their pre-

sented model do not generally offer implementable task assignment

schedules. The techniques discussed in this paper do offer imple-

mentable task assignments. The authors of this paper are not aware

of any papers that offer a mixed integer reformulation of a non-linear

function with a discrete domain.

To overcome the non-linearities of the learning and forgetting

functions, a number of authors consider approximation schemes. In

the literature that follows, none of the authors addresses how well

their schemes approximate the learning and forgetting functions nor

do they discuss whether or not the approximation impacts solution

quality relative to using the actual learning and forgetting functions.

Nembhard and Bentefouet (2012) introduce a rectangular approx-

imation for learning/forgetting functions. For a problem similar to

the application used in this paper, the approximation can solve 10

worker, 10 task, and 40 period problems. Corominas, Olivella, and

Pastor (2010) introduce a piece-wise linear transformation of a con-

vex learning function for a task assignment problem that incorporates

learning resulting from experience with related tasks. The largest

problem solved in that paper has five tasks, four workers, and 20 time

periods. Olivella, Corominas, and Pastor (2013) combines piecewise

linearization with constraint relaxation. Sayin and Karabati (2007)

also use a piecewise linear approximation of the learning function,

but in a problem in which they first try to maximize utility and then

skill improvement. In addition to the linearization, the problem is

solved for only a single period with each period’s solution imple-

mented as part of a simulation. Problems with at most 18 workers

and four different skills are solved. Gutjahr, Katzensteiner, Reiter,

Stummer, and Denk (2008) consider maximizing a weighted average

of economic gains and skill development for a project selection prob-

lem. As part of the selection process, assignments to selected projects

are optimized. Gutjahr et al. (2008) introduce a first-order approx-

imation of the non-linear learning curve and are resultantly able to

solve the approximate model to optimality for an example with 14

candidate projects requiring a mix of 40 skills (analogous to tasks in

our discussion) with 28 workers over 24 periods.

A number of heuristic approaches to task assignment with learn-

ing can be found in the literature. Yan and Wang (2011) consider

a model with the same learning function considered in this paper.

They introduce a genetic algorithm and solve a problem with six
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