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a b s t r a c t

Minimizing two different upper bounds of the matrix which generates search directions of the nonlinear
conjugate gradient method proposed by Dai and Liao, two modified conjugate gradient methods are pro-
posed. Under proper conditions, it is briefly shown that the methods are globally convergent when the
line search fulfills the strong Wolfe conditions. Numerical comparisons between the implementations
of the proposed methods and the conjugate gradient methods proposed by Hager and Zhang, and Dai
and Kou, are made on a set of unconstrained optimization test problems of the CUTEr collection. The
results show the efficiency of the proposed methods in the sense of the performance profile introduced
by Dolan and Moré.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Conjugate gradient (CG) methods comprise a class of uncon-
strained optimization algorithms characterized by low memory
requirements and strong global convergence properties (Dai
et al., 1999) which made them popular for engineers and mathe-
maticians engaged in solving large-scale problems in the following
form:

min
x2Rn

f ðxÞ;

where f : Rn ! R is a smooth nonlinear function and its gradient is
available. The iterative formula of a CG method is given by

x0 2 Rn; xkþ1 ¼ xk þ sk; sk ¼ akdk; k ¼ 0;1; . . . ; ð1:1Þ

in which ak is a steplength to be computed by a line search proce-
dure and dk is the search direction defined by

d0 ¼ �g0; dkþ1 ¼ �gkþ1 þ bkdk; k ¼ 0;1; . . . ; ð1:2Þ

where gk ¼ rf ðxkÞ and bk is a scalar called the CG (update)
parameter.

The steplength ak is usually chosen to satisfy certain line search
conditions (Sun & Yuan, 2006). Among them, the so-called strong
Wolfe conditions (Wolfe, 1969) have attracted special attention
in the convergence analyses and the implementations of CG meth-
ods, requiring that

f ðxk þ akdkÞ � f ðxkÞ 6 dakrf ðxkÞT dk; ð1:3Þ
jrf ðxk þ akdkÞT dkj 6 �rrf ðxkÞT dk; ð1:4Þ

where 0 < d < r < 1.
Different choices for the CG parameter lead to different CG

methods (Hager & Zhang, 2006b). Based on an extended conjugacy
condition, one of the essential CG methods has been proposed by
Dai and Liao (2001) (DL), with the following CG parameter:

bDL
k ¼

gT
kþ1yk

dT
k yk

� t
gT

kþ1sk

dT
k yk

; ð1:5Þ

where t is a nonnegative parameter and yk ¼ gkþ1 � gk. Note that if
t ¼ 0, then bDL

k reduces to the CG parameter proposed by Hestenes
and Stiefel (1952). Also, the CG parameter proposed by Hager and
Zhang (2005) (HZ), i.e.

bHZ
k ¼

gT
kþ1yk

dT
k yk

� 2
kykk

2

dT
k yk

gT
kþ1dk

dT
k yk

; ð1:6Þ

can be viewed as an adaptive version of (1.5) corresponding to

t ¼ 2 kykk2

sT
k

yk
, where k � k denotes the Euclidean norm. Similarly, the

CG parameter suggested by Dai and Kou (2013) (DK), i.e.

bkðskÞ ¼
gT

kþ1yk

dT
k yk

� sk þ
kykk

2

sT
k yk
� sT

k yk

kskk2

 !
gT

kþ1sk

dT
k yk

; ð1:7Þ

in which sk is a parameter corresponding to the scaling factor in the
scaled memoryless BFGS method (Sun & Yuan, 2006), can be consid-
ered as another adaptive version of (1.5) corresponding to
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t ¼ sk þ kykk2

sT
k

yk
� sT

k
yk

kskk2. In (Dai & Liao, 2001), it has been shown that a

CG method in the form of (1.1) and (1.2) with bk ¼ bDL
k is globally

convergent for uniformly convex functions.
The approach of Dai and Liao has been paid special attention to

by many researches. In several efforts, modified secant equations
have been applied to make modifications on the DL method. For
example, Yabe and Takano (2004) used the modified secant equa-
tion proposed by Zhang, Deng, and Chen (1999). Also, Zhou and
Zhang (2006) applied the modified secant equation proposed by
Li and Fukushima (2001). Li, Tang, and Wei (2007) used the mod-
ified secant equation proposed by Wei, Li, and Qi (2006). Ford,
Narushima, and Yabe (2008) employed the multi-step quasi-Newton
equations proposed by Ford and Moghrabi (1994). Babaie-Kafaki,
Ghanbari, and Mahdavi-Amiri (2010) applied a revised form of
the modified secant equation proposed by Zhang et al. (1999)
and the modified secant equation proposed by Yuan (1991). Fur-
thermore, in several other attempts, the modified versions of bDL

k

suggested in (Babaie-Kafaki et al., 2010; Ford et al., 2008; Li
et al., 2007; Yabe & Takano, 2004; Zhou & Zhang, 2006) have been
used to achieve descent CG methods. Examples include the studies
made by Narushima and Yabe (2012), Sugiki, Narushima, and Yabe
(2012), and Livieris and Pintelas (2012).

Here, based on a singular value study on the DL method, two
nonlinear CG methods are proposed. The remainder of this work
is organized as follows. In Section 2, the methods are suggested
and their global convergence analysis is discussed. In Section 3,
they are numerically compared with the CG methods proposed
by Hager and Zhang, and Dai and Kou, and comparative testing re-
sults are reported. Finally, conclusions are made in Section 4.

2. Two modified nonlinear conjugate gradient methods

Based on Perry’s point of view (Perry, 1976), it is notable that
from (1.2) and (1.5), search directions of the DL method can be
written as:

dkþ1 ¼ �Q kþ1gkþ1; k ¼ 0;1; . . . ; ð2:1Þ

where

Q kþ1 ¼ I � skyT
k

sT
k yk
þ t

sksT
k

sT
k yk

:

So, the DL method can be considered as a quasi-Newton method in
which the inverse Hessian is approximated by the nonsymmetric
matrix Qkþ1. Since Qkþ1 presents a rank-two update, its determinant
can be computed by (Sun & Yuan, 2006, chap. 1)

detðQ kþ1Þ ¼ t
kskk2

sT
k yk

: ð2:2Þ

Hence, if t > 0 and the line search guarantees that sT
k yk – 0, then

Qkþ1 is nonsingular.
It is remarkable that numerical performance of the DL method

is very dependent on the parameter t for which there is no any
optimal choice (Andrei, 2011). Motivated by this, here, based on
a singular value study, two upper bounds for the condition number
of the matrix Q kþ1 are obtained and then, two optimal values for
the parameter t are suggested. Now, we briefly discuss the singular
value decomposition (SVD). For a more detailed discussion, see
(Watkins, 2002, chap. 4).

Theorem 2.1 (Watkins, 2002, chap. 4). (Geometric SVD Theorem)
Let A 2 Rn�m be a nonzero matrix with rank r. Then, Rm has an
orthonormal basis v1; . . . ;vm, Rn has an orthonormal basis u1; . . . ;un,
and there exist r1 P r2 P � � �P rr > 0 such that

Av i¼
riui; i¼1;2; . . . ;r;
0; i¼ rþ1; . . . ;m;

�
; and AT ui¼

riv i; i¼1;2; . . . ;r;
0; i¼ rþ1; . . . ;n:

�

Definition 2.1. The scalars frigr
i¼1 introduced in Theorem 2.1 are

called the singular values of A.
Based on Theorem 2.1, for an arbitrary matrix A 2 Rn�m with

rank r it can be seen that

kAk2
F ¼ r2

1 þ � � � þ r2
r ; ð2:3Þ

where k � kF stands for the Frobenius norm. Also, if r ¼ m ¼ n, then

jdetðAÞj ¼ r1 � r2 � � � � � rn: ð2:4Þ

One essential factor which plays an important role in the sensi-
tivity analysis of a numerical problem related to a matrix, is the
matrix condition number. For an arbitrary nonsingular matrix A,
the scalar jðAÞ defined by

jðAÞ ¼ kAkkA�1k;

is called the condition number of A. The matrix A with a large con-
dition number is called an ill-conditioned matrix since the compu-
tations related to this matrix are potentially very sensitive to
changes in the other data. Here, the following theorem is needed.

Theorem 2.2 (Watkins, 2002, chap. 4). Let A 2 Rn�n be a nonsin-
gular matrix with the singular values r1 P r2 P � � �P rn > 0. Then

jðAÞ ¼ r1

rn
: ð2:5Þ

Remark 2.1. The condition number jðAÞ computed by (2.5) is
called the spectral condition number.

In our analysis, we need to find the singular values of the matrix
Qkþ1. Hereafter, we assume that sT

k yk > 0, as guaranteed by the
strong Wolfe conditions (1.3) and (1.4).

Firstly, note that since sT
k yk – 0, there exists a set of mutually

orthonormal vectors fui
kg

n�2
i¼1 such that

sT
k ui

k ¼ yT
k ui

k ¼ 0; i ¼ 1;2; . . . ;n� 2;

which leads to

Qkþ1ui
k ¼ Q T

kþ1ui
k ¼ ui

k; i ¼ 1;2; . . . ;n� 2:

That is, Qkþ1 has n� 2 singular values equal to 1. Next, we find the
two remaining singular values of Qkþ1 namely r�k and rþk .

Since kQkþ1k2
F ¼ trðQ T

kþ1Q kþ1Þ, from (2.3) we get

r�2

k þ rþ2

k ¼ t2 kskk4

ðsT
k ykÞ

2 þ
kskk2kykk

2

ðsT
k ykÞ

2 : ð2:6Þ

Also, from (2.2) and (2.4) we have

r�k rþk ¼ t
kskk2

sT
k yk

: ð2:7Þ

Now, from (2.6) and (2.7), after some algebraic manipulations we
obtain the singular values r�k and rþk as follows:

r�k ¼
1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðtkskk2 þ sT

k ykÞ
2
þ kskk2kykk

2 � ðsT
k ykÞ

2
q

sT
k yk

� 1
2

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðtkskk2 � sT

k ykÞ
2
þ kskk2kykk

2 � ðsT
k ykÞ

2
q

sT
k yk

: ð2:8Þ

The following lemmas are now immediate.
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