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Abstract

In this paper, we propose some decision logic languages for rule representation in rough set-based multicriteria analysis.
The semantic models of these logics are data tables, each of which is comprised of a finite set of objects described by a finite
set of criteria/attributes. The domains of the criteria may have ordinal properties expressing preference scales, while the
domains of the attributes may not. The validity, support, and confidence of a rule are defined via its satisfaction in the
data table.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The theory of knowledge has long been an important topic in many academic disciplines, such as philos-
ophy, psychology, economics, and artificial intelligence, whereas the storage and retrieval of data is the main
concern of information science. In modern experimental science, knowledge is usually acquired from observed
data, which is a valuable resource for researchers and decision-makers. However, when the amount of data is
large, it is difficult to analyze the data and extract knowledge from it. With the aid of computers, the vast
amount of data stored in relational data tables can be transformed into symbolic knowledge automatically.
Thus, intelligent data analysis has received a great deal of attention in recent years.

While data mining research concentrates on the design of efficient algorithms for extracting knowledge
from data, how to bridge the semantic gap between structured data and human-comprehensible concepts
has been a long-lasting challenge for the research community. Kruse et al. (1999) called this the interpretability
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problem of intelligent data analysis. Since discovered knowledge is only useful for a human user when he can
understand its meaning, the knowledge representation formalism plays an important role in the utilization of
the induced rules. A good representation formalism should have clear semantics so that a rule can be effec-
tively validated with respect to the given data tables. In this regard, logic is one of the best choices. As noted
by Zadeh (1996), humans usually compute with words instead of numbers, so if we can incorporate linguis-
tically meaningful terms into the representation formalism, the induced rules may be more useful to human
decision-makers.

The rough set theory proposed by Pawlak (1982) provides an effective tool for extracting knowledge from
data tables. To represent and reason about the extracted knowledge, a decision logic (DL) was proposed in Paw-
lak (1991). The semantics of the logic is defined in a Tarskian style through the notions of models and satisfac-
tion. While DL can be considered an example of classical logic in the context of data tables, different
generalizations of DL corresponding to some non-classical logics are also desirable from the viewpoint of knowl-
edge representation. For example, to deal with uncertain or incomplete information, some generalized decision
logics have been proposed (Fan et al., 2001; Liau and Liu, 1999, 2001; Yao and Liau, 2002; Yao and Liu, 1999).

When rough set theory is applied to multi-criteria decision analysis (MCDA), it is crucial that preference-
ordered attribute domains and decision classes be dealt with (Greco et al., 1997, 1998, 1999a, 2000, 2001a,
2002, 2004; Slowinski et al., 2002b). The original rough set theory cannot handle inconsistencies arising from
violations of the dominance principle due to its use of the indiscernibility relation. Therefore, in the above-
mentioned works, the indiscernibility relation is replaced by a dominance relation to solve the multi-criteria
sorting problem, and the data table is replaced by a pairwise comparison table to solve multi-criteria choice
and ranking problems. The approach is called the dominance-based rough set approach (DRSA). For MCDA
problems, DRSA can induce a set of decision rules from sample decisions provided by decision-makers. The
induced rules form a comprehensive preference model and can provide recommendations about a new deci-
sion-making environment.

A strong assumption about data tables is that each object takes exactly one value with respect to an attri-
bute. However, in practice, we may only have incomplete information about the values of an object’s attri-
butes. Thus, more general data tables and decision logics are needed to represent and reason about
incomplete information. For example, set-valued and interval set-valued data tables have been introduced
to represent incomplete information (Kryszkiewicz, 1998; Kryszkiewicz and Rybinski, 1996a,b; Lipski,
1981; Yao and Liu, 1999). A generalized decision logic based on interval set-valued data tables is also pro-
posed in Yao and Liu (1999). In these formalisms, the attribute values of an object may be a subset or an inter-
val set in the domain. Since crisp subsets and interval sets are both special cases of fuzzy sets, further
generalization of data tables is desirable to represent uncertain information. In data tables containing such
information, an object can take a fuzzy subset of values for each attribute. To represent knowledge induced
from uncertain data tables, the decision logic also needs to be generalized.

DRSA has also been extended to deal with missing values in MCDA problems (Greco et al., 2001a; Slo-
winski et al., 2002b). A data table with missing values is a special case of uncertain data tables. Therefore,
we propose further extending DRSA to uncertain data tables and fuzzy data tables. In this paper, we present
a logical treatment of DRSA in precise data tables, as well as uncertain and fuzzy data tables. Our approach is
concerned with variants of DL for data tables.

The remainder of the paper is organized as follows. In Section 2, we review the decision logic proposed by
Pawlak. In Sections 3-6, we respectively present generalized DL for preference-ordered data tables, prefer-
ence-ordered uncertain data tables, preference-ordered fuzzy data tables, and pairwise comparison tables.
For each logic, the syntax and semantics are described, and some quantitative measures for the rules of the
logics are defined. Finally, in Section 7, we discuss the main contribution of this paper and indicate the direc-
tion of future research.

2. Classical data tables

In data mining problems, data is usually provided in the form of data tables (DT). A formal definition of a
data table is given in Pawlak (1991).



Download English Version:

https://daneshyari.com/en/article/479089

Download Persian Version:

https://daneshyari.com/article/479089

Daneshyari.com


https://daneshyari.com/en/article/479089
https://daneshyari.com/article/479089
https://daneshyari.com

