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#### Abstract

This paper presents an Iterated Tabu Search and Variable Neighborhood Descent (ITS-VND) algorithm for packing unequal circles into a circular container (PUCC). The algorithm adapts the Tabu Search procedure of Iterated Tabu Search algorithms and proposes a Tabu Search and Variable Neighborhood Descent (TS-VND) procedure. We observe there are strong complementarities between the small circles and the large vacant places, and propose the insert neighborhood to match up the small circles with the large vacant places. Although the insert neighborhood is inefficient and time-consuming, it is an important supplement to the classic swap neighborhood as it could arrange the small circles properly. Predicated on these features, we employ the insert neighborhood only at chosen local minima of the swap neighborhood that shows promise for an improvement. The traditional Tabu Search procedure is then transformed into a hybrid procedure composed of two alternative parts, namely Variable Neighborhood Descent and Tabu Search respectively. Besides this reformed procedure, ITS-VND also incorporates other new features, such as an adaptive evaluation function, a novel method for accelerating the neighborhood exploration, and the "collision accidents" criterion for evaluating how intensively the area near the current solution has been explored. The computational results on three well established benchmark sets show that the proposed algorithm not only has a good discovery capability but also can provide good results within a reasonable time. For a total of 84 benchmark instances, the proposed algorithm improves the best-known results on 23 instances, matches 60, and only misses one.
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## 1. Introduction

In the past decades, the circle packing problem has been an active research issue in the cutting and packing (C\&P) problem family. The problem is to place given rigid circles into a container without overlap. The problem is widely encountered in industry and science fields, including areas such as material manufacturing, logistics, wireless communication, architecture layout, and molecular construction analyses (Adickes et al., 2002; Birgin, Martinez, \& Ronconi, 2005; Castillo, Kampas, \& Pint'er, 2008). As a classic NP-hard problem, it is difficult to obtain exact solutions. So researchers usually resort to heuristic methods. This paper focuses on an important case of it where the shape of the container is circular and the radii of the circles are not uniform, known as the problem of packing unequal circles

[^0]into a circular container (denoted by PUCC). We describe it formally as follows.

Given a circular container $D_{0}$ with undetermined radius $R$, as well as $n\left(n \in N^{+}\right)$circles $D_{1}, D_{2}, \ldots, D_{n}$ with known radii $r_{1}, r_{2}, \ldots, r_{n}$ ( $r_{1} \leq r_{2} \ldots \leq r_{n}$ ). Let the center of $D_{0}$ be the origin of the twodimensional coordinate system and let the coordinate of the center of $D_{i}(i \in[1, n])$ be ( $x_{i}, y_{i}$ ). The problem is to find a feasible (nonoverlapping) solution ( $R, X$ ) with smallest container radius $R$, where $X$ is a configuration denoted by $\left(x_{1}, y_{1}, \ldots, x_{i}, y_{i}, \ldots, x_{n}, y_{n}\right)$. The objective can be formulated below:

Minimize R, s.t.
$\sqrt{x_{i}^{2}+y_{i}^{2}} \leq R-r_{i}, \quad \forall 1 \leq i \leq n$,
$\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}} \geq r_{i}+r_{j}, \quad \forall 1 \leq i<j \leq n$.
Formula (1) forbids any overlap between any circle and the container, and formula (2) forbids any overlap between any two circles.

A solution is feasible if it meets the above formulas. An infeasible solution can exist in the intermediate optimization process, and the following potential energy model is used to measure the infeasibility


Fig. 1. Adjust the container radii to make feasible solutions comparable.


Fig. 2. Insert neighborhood illustration.
of an infeasible solution (Huang \& Xu, 1999):
$U(X)=\sum_{i=0}^{n-1} \sum_{j=i+1}^{n} \frac{1}{2} O^{2}{ }_{i j}$.
$O_{i j}$ stands for an overlap. When $i=0, O_{i j}$ is the overlap between the container and circle $D_{j}$ :
$O_{0 j}=\operatorname{Max}\left\{\sqrt{x_{j}^{2}+y_{j}^{2}}+r_{j}-R, 0\right\}$.
When $i>0, O_{i j}$ is the overlap between circle $D_{i}$ and circle $D_{j}$ :
$O_{i j}=\operatorname{Max}\left\{r_{i}+r_{j}-\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}, 0\right\}$.
Previous algorithms which are based on above model fix the container radius on a proper value, and use the potential energy $U$ alone as the evaluation function. However, since there is no way to compare two feasible solutions by $U$, when the current solution becomes feasible they have to end the process and reduce the container radius. To evaluate the solutions more adaptively, we combine $R$ and $U(X)$ in lexicographical order to form a new evaluation function. When comparing two solutions, we consider one is better than the other only in two conditions: first, the container radius of the former is smaller; second, they have equal container radii but the former has a smaller potential energy. To make the new evaluation function work, we limit the candidate container radii $R$ to some discrete values $k v\left(k \in N^{+}\right.$and $v$ is a predefined small constant like 0.1 ). When we reach a feasible solution ( $R, X$ ), we reduce $R$ to the largest $k v$ which cannot make the solution feasible again by LBFGS (Liu \& Nocedal, 1989) optimization. For example, for the left solution illustrated in Fig. 1, by setting $R=(a+1) v$ we can get a feasible solution through LBFGS optimization, but by setting $R=\mathrm{a} v$ we cannot. So we set $k=a$ and adjust the container radius to $a v$. Similarly the container radius of the right solution is adjusted to $(a+1) v$. By this means, even without knowing the final potential energy $U$ of these two solutions, we still can judge the first solution as better by simply comparing their final container radii. This example illustrates how $R$ works in the evaluation function.

Then we can first minimize the evaluation function $\langle R, U(X)\rangle$ iteratively and then further optimize the final solution into a feasible and compact one by using techniques such as SNOPT (Addis, Locatelli, \& Schoen, 2008a). Following this approach we propose the Iterated Tabu Search and Variable Neighborhood Descent algorithm (ITS-VND) to minimize $\langle R, \mathrm{U}(X)\rangle$. Compared with the existing Iterated Tabu Search algorithms for this problem (Fu, Huang, \& Lü, 2013; Huang, Fu, \& Xu, 2013; Huang, Zeng, Xu, \& Fu, 2012; Ye, Huang, \& Lü, 2013), our algorithm has two major new features: a new neighborhood and a mechanism to combine different neighborhoods.

The first new feature is the new neighborhood. Tabu Search (Glover, 1989, 1990) is the basic search engine of Iterated Tabu Search, and how to define moves to construct proper neighborhoods is one of its most important issues. The existing Iterated Tabu Search algorithms for the PUCC problem use the swap moves or the union of the swap and the random relocate moves to construct neighborhoods for their Tabu Search procedures (Huang et al., 2013 , 2012; Ye et al., 2013). They have obtained state-of-the-art results recently. However, although the swap moves are powerful, they cannot efficiently handle some occasions. For example, considering the left solution in Fig. 2, one can relieve its infeasibility considerably by placing circle $D_{1}$ into a vacant place $P_{1}$ (see the right solution in Fig. 2). But this is difficult to accomplish by swapping two circles or randomly relocating a small circle. To handle this kind of occasions efficiently, we introduce the insert neighborhood. The new neighborhood is developed from the random relocate neighborhood (Huang et al., 2013) and is inspired by the Vacancy Search algorithm for packing equal circles into a square (Huang \& Ye, 2010). A solution in the insert neighborhood is formed by picking out a small circle (such as $D_{1}$ in Fig. 2) from the current solution, and placing it back at a large vacant place (such as $P_{1}$ in Fig. 2), and further continuously optimizing the resulting solution (The vacant places are calculated beforehand). Comparing with the existing swap and random relocate moves, one can observe that the insert moves can make the best of the complementarities between the small circles and the large vacant places.
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