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a b s t r a c t

We study a single machine scheduling problem, where two agents compete on the use of a single proces-
sor. Each of the agents needs to process a set of jobs in order to optimize his objective function. We focus
on a two-agent problem in the context of batch scheduling. We assume identical jobs and identical
(agent-dependent) setup times. The objective function is minimizing the flowtime of one agent subject
to an upper bound on the flowtime of the second agent. As in many real-life applications, we restrict our-
selves to settings where the batches of the second agent must be processed continuously. Thus, the batch
sizes are partitioned into three parts, starting with a sequence of the first agent, followed by a sequence of
the second agent, and ending by another sequence of the first agent. In an optimal schedule, all three are
shown to be decreasing arithmetic sequences. We introduce an efficient Oðn3

2Þ solution algorithm (where
n is the total number of jobs).

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

The topic of ‘‘scheduling with two competing agents’’ has be-
come popular among researchers in recent years. The general set-
ting consists of two agents, denoted by X and Y, who need to
schedule two sets of jobs on a single machine. The set of agent X
contains nX jobs, and the set of agent Y contains nY jobs. Each one
of the two agents has his own objective function. The problem to
be solved is minimizing the value of the objective function of agent
X, subject to an upper bound on the value of the objective function
of agent Y.

The relevant reference list contains the following papers: Baker
and Smith (2003) focused on the criteria of makespan, maximum
lateness and total weighted completion time, and proved that all
three problems are NP-hard. Agnetis et al. (2004) considered the
same and additional measures (such as the number of tardy jobs
and maximum regular functions), and focused on a single machine
and on shops. Cheng et al. (2006) solved the problem with the objec-
tive of minimum number of tardy jobs for each agent. They proved
that the problem is strongly NP-hard and introduced a polynomial
time solution for the case of unit time jobs. Ng et al. (2006) studied
minimum weighted completion time for one agent subject to a gi-
ven permitted number of tardy jobs for the second agent. Cheng
et al. (2007) focused on total tardiness. They considered release
dates and allowed preemption. Agnetis et al. (2007) solved multi-

agent problems with some of the above mentioned objectives. Their
main result is that when one agent wants to minimize the sum of
weighted completion times and the second minimizes makespan,
the total number of non-dominated solutions is exponential. Cheng
et al. (2008) considered multi-agent problems with precedence con-
straints. Liu and Tang (2008) and Liu et al. (2009) provided polyno-
mial time solutions for single machine two agent problems with
deteriorating jobs. Agnetis et al. (2009) introduced branch-and-
bound algorithms for the problems of minimum total weighted
completion time of agent X subject to an upper bound on several
measures of agent Y. Lee et al. (2009) provided fully polynomial
approximation schemes and an approximation algorithm with a
reasonable worst case bound for multi-agent scheduling where
the objective function is total weighted completion time. Mor and
Mosheiov (2010) focused on two agent problems with various ear-
liness measures. Leung et al. (2010) extended some of the above
problems to include preemption, release dates, and parallel identi-
cal machine. Wan et al. (2010) studied two agent problems with
controllable processing times, and Liu et al. (2010) considered two
agent single machine scheduling problems with position-depen-
dent processing times, where the objective is to minimize the first
agent’s total flow time, subject to an upper bound on the second
agent’s maximum cost.

In the specific setting studied in this paper, the objective func-
tions of both agents X and Y are minimum flowtime. We focus here
on batch scheduling, where jobs may be grouped and processed in
batches. Batching is generally based on the existence of some sim-
ilarity between jobs belonging to the same class or family. A batch
processing time is identical to the total processing times of the jobs
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contained in the batch. A setup time is incurred when initiating the
processing of a new batch. We focus on the classical batch sched-
uling problem introduced by Santos and Magazine (1985), who as-
sumed both identical job processing times, and identical (batch-
independent) setup times. They also assumed batch availability,
i.e., jobs become available only upon the completion of their entire
batch. The objective function is minimum total flowtime. Thus,
there is a trade-off between creating a few large batches leading
to long waiting times of the jobs, and having many small batches
causing many setups. Santos and Magazine (1985) and Naddef
and Santos (1988) introduced an explicit expression for the opti-
mal number of batches, and showed that batch sizes follow a
decreasing arithmetic sequence with a difference identical to the
setup time. We note that Santos and Magazine (1985) studied
the ‘‘relaxed version’’ of the problem, where batch sizes are not re-
quired to be integers. The integer version was solved later by Shall-
cross (1992) and Mosheiov et al. (2005). For the many extensions
and generalizations of the model of Santos and Magazine (1985),
we refer the reader to the survey paper on batch scheduling mod-
els of Allahverdi et al. (2008).

This paper appears to be the first to combine multi-agent and
batch scheduling. In addition to its theoretical importance, this
combination appears to be very practical. [Clearly, there are numer-
ous applications to batch scheduling and to group technology man-
ufacturing techniques in various contexts; we refer the reader again
to the introduction of Allahverdi et al. (2008) for a list of real-life
examples. On the other hand, there are many applications to mul-
ti-agent scheduling; see e.g. Agnetis et al. (2007).] For the specific
problem studied here, we extend the application given in Cheng
et al. (2008). They consider telecommunication services, where
the problem is to satisfy the service requirements of individual
agents who compete for the use of commercial satellite to transfer
voice, image and text files for their clients. The different agents
buy communications slots of a single common transponder. Each
type of data is partitioned into identical sized packets, and transmit-
ted in a time multiplexed technique. One relevant objective function
in this context (also considered by Cheng et al., 2008) is minimum
flowtime, which is the objective considered in this paper.

Following Agnetis et al. (2004), we minimize the flowtime of
agent X, subject to a pre-specified upper bound on the flowtime of
agent Y . Each agent needs to process a set of identical jobs on the
same machine. Each agent may process his jobs in batches, where
the completion time of each job is identical to the completion time
of its batch. Identical (batch-independent) but agent-dependent set-
up times are assumed. Job preemption is not permitted. As in many
real-life applications, we restrict ourselves to settings where the
batches of agent Y must be processed continuously. We thus focus
here on a schedule consisting of a sequence of batches of agent X,
followed by a continuous sequence of batches of agent Y, followed
by a sequence of batches of agent X. Indeed, a continuous processing
of the Y jobs is a requirement in many applications. For example, in
the above mentioned application of telecommunication services, a
relevant setting is when agent X needs to transmit relatively static
text files, while agent Y transmits a live-event (e.g. an important
speech of the US president, a space shuttle launch, the finals of the
world cup, etc.), which clearly cannot be interrupted. Another gen-
eral possible setting is that of a manufacturing firm with excessive
production capability. The firm (agent X) offers its production line
to an external company (agent Y). Restricted by a contract with
agent Y that his flowtime cannot exceed a prespecified value, agent
X schedules his jobs so as to optimize his own objective.

The relaxed version of the problem is formulated as a quadratic
programming with linear constraints, and is shown to be solved in
linear time in the number of jobs. The optimal schedule is shown to
have a unique and surprising form: the batch sizes of agent X are
divided into two decreasing arithmetic sequences, and the batch

sizes of agent Y, scheduled as late as possible, form a decreasing
arithmetic sequence as well. We introduce a simple rounding pro-
cedure to obtain integer batch sizes with no additional computa-
tional effort.

The paper is organized as follows: in Section 2 we provide the
problem formulation. In Sections 3 and 4 we solve the relaxed ver-
sions for agent Y and agent X, respectively. Section 5 contains the
formal algorithm. Section 6 presents the rounding procedure; Sec-
tion 7 contains numerical examples. In Section 8 we report the re-
sults of our numerical tests.

2. Formulation

Formally, two agents X and Y need to process nX and nY jobs,
respectively, on a single machine. All the jobs are available at time
zero, and preemption is not allowed. We assume unit processing
time for all the jobs. Jobs may be processed in batches. A setup time
is required when starting a new batch. We assume agent-dependent
setup time denoted by SX and SY. For a given job allocation to
batches, let mX and mY denote the number of batches of agents X
and Y, respectively. Let BZ,j, Z = X,Y, j = 1, . . . ,mZ, denote batch j of
agent Z, and nZ,j = jBZ,jj, Z = X,Y, j = 1, . . . ,mZ, denote the number of
jobs assigned to batch j of agent Z. Clearly nZ ¼

PmZ
j¼1nZ;j.

For a given allocation of jobs to batches, let CZ,j denote the com-
pletion time of batch BZ,j, Z = X,Y, j = 1, . . . ,mZ. As mentioned, we as-
sume batch availability, i.e., the completion time of a job is the
completion time of the batch to which it is assigned. The contribu-
tion of batch BZ,j to the flowtime is nZ,jCZ,j, thus the flowtime of
agent Z (assuming a single-agent problem) is given byP

Cð ÞZ ¼
PmZ

j¼1nZ;jCZ;j. The maximum allowed flowtime of agent Y
(an upper bound) is denoted by UY.

The problem to be solved is minimum flowtime of agent X sub-
ject to an upper bound on the flowtime of agent Y, i.e., min(

P
C)X

s.t. (
P

C)Y 6 UY. As mentioned above, we restrict ourselves to set-
tings where the batches of agent Y must be processed continu-
ously, i.e. the batches of agent X are partitioned into two
sequences, scheduled prior to and after the batches of agent Y,
respectively (and thus forming schedules of X-Y-X structure). Using
the conventional notation, the problem studied in this paper is
1/batch, p = 1, SX, SY/(

P
C)X : (

P
C)Y.

[For convenience, let n = nX + nY. The solution procedure intro-
duced in this paper requires no more than an effort of O(n) time.
We note that the input for the problem contains the number of unit
jobs n, the setup times SX and SY, and the upper bound UY. It follows
that the complexity of our proposed procedure is not polynomial in
the input size.]

3. An optimal solution for agent Y (the relaxed version)

In this section we focus on solving the relaxed version of the
problem of agent Y, where batch sizes are not necessarily integers.
Thus, the (optimal) solution obtained here is a lower bound on the
true optimal flowtime for the original problem, where batch sizes
are forced to be integers. (As mentioned, a simple rounding proce-
dure is presented later.)

In order to guaranty a feasible solution we assume that
(
P

C)Y 6 UY (otherwise, obviously no schedule is feasible). In the
following, an upper script will reflect the solution of Santos and
Magazine model (1985) for agent Z, e.g., ð

P
CÞðSMÞ

Z denotes the opti-
mal flowtime of agent Z, Z = X,Y. Thus the solution for agent Z
according to Santos and Magazine (1985) contains the following:

The optimal number of batches:

mðSMÞ
Z ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4
þ 2nZ

sZ

s
þ 1

2

$ %
: ð1Þ

B. Mor, G. Mosheiov / European Journal of Operational Research 215 (2011) 524–531 525



Download English Version:

https://daneshyari.com/en/article/480268

Download Persian Version:

https://daneshyari.com/article/480268

Daneshyari.com

https://daneshyari.com/en/article/480268
https://daneshyari.com/article/480268
https://daneshyari.com

