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a b s t r a c t

In this work a genetic algorithm is presented for the unrelated parallel machine scheduling problem in
which machine and job sequence dependent setup times are considered. The proposed genetic algorithm
includes a fast local search and a local search enhanced crossover operator. Two versions of the algorithm
are obtained after extensive calibrations using the Design of Experiments (DOE) approach. We review,
evaluate and compare the proposed algorithm against the best methods known from the literature.
We also develop a benchmark of small and large instances to carry out the computational experiments.
After an exhaustive computational and statistical analysis we can conclude that the proposed method
shows an excellent performance overcoming the rest of the evaluated methods in a comprehensive
benchmark set of instances.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

In the unrelated parallel machine scheduling problem, there is a
set N = {1, . . . ,n} of n jobs that have to be processed on exactly one
machine out of a set M = {1, . . . ,m} of m parallel machines. There-
fore, each job is made up of one single task that requires a given
processing time. Machines are considered unrelated when the pro-
cessing times of the jobs depend on the machine to which they are
assigned to. This is the most realistic case which is also a general-
isation of the uniform and identical machines cases. Moreover, the
consideration of setup times between jobs is very common in the
industry. The setup times considered in this paper are both se-
quence and machine dependent, that is, setup time on machine i
between jobs j and k is different than setup time on the same ma-
chine between jobs k and j. In addition, setup time between jobs j
and k on machine i is different than setup time between jobs j and
k on machine i0.

The most studied optimisation criterion is the minimisation of
the maximum completion time of the schedule, a criteria that is
known as makespan or Cmax. Summing up, in this paper we deal
with the unrelated parallel machine scheduling problem with se-
quence dependent setup times denoted as R/Sijk/Cmax (Pinedo,
2008). We propose and evaluate a genetic algorithm that includes
a fast local search and a local search enhanced crossover operator
among other innovative features that, as we will see, result in a
state-of-the-art performance for this problem.

The remainder of this paper is organised as follows: in Section 2
we review the literature on this problem. In Section 3 a Mixed Inte-
ger Programing (MIP) model formulation is presented. In Section 4
we describe in detail the proposed genetic algorithm and prelimin-
ary computational results. In Section 5, a Design of Experiments
approach is applied in order to calibrate the genetic algorithm. Re-
sults of a comprehensive computational and statistical evaluation
are reported in Section 6. Finally, conclusions are given in
Section 7.

2. Literature review

Parallel machine scheduling problems have been widely studied
in the past decades. However, the case when the parallel machines
are unrelated has been much less studied. Additionally, the consid-
eration of sequence dependent setup times between jobs has not
been considered until recently. In Allahverdi et al. (2008) a recent
review of scheduling problems with setup times is presented,
including the parallel machine case. In this section we focus our
attention on the available algorithms for the parallel machine
scheduling problems considering setup times.

In the literature, we can find several heuristic and metaheuristic
algorithms for the mentioned problem. However, most of them are
focused on the identical parallel machine case. In Guinet (1993), a
heuristic is proposed for the identical parallel machines case with
sequence dependent setup times and the objective to minimise the
makespan. A tabu search algorithm is given in Franca et al. (1996)
with the objective to minimise the total completion time. A three
phase heuristic is proposed by Lee and Pinedo (1997) for the same
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problem with sequence dependent setup times (independent of
the machine) and the objective to minimise the sum of weighted
tardiness of the jobs. In Kurz and Askin (2001), the authors pro-
posed several heuristics and a genetic algorithm to minimise
makespan. Other heuristics for the same problem are those pro-
posed by Gendreau et al. (2001) and Hurink and Knust (2001). In
both cases the objective is to minimise the makespan and in the
latter case precedence constraints are also considered. In Eom
et al. (2002) and Dunstall and Wirth (2005) heuristics are proposed
for the family setup times case. In Tahar et al. (2006) a linear pro-
gramming approach is proposed where job splitting is also consid-
ered. Anghinolfi and Paolucci (2007) and Pfund et al. (2008)
present heuristic and metaheuristic methods for the same prob-
lem, respectively.

The unrelated parallel machines case with sequence depen-
dent setup times has been less studied and only a few papers
can be found in the literature. A tabu search algorithm is given
in Logendran et al. (2007) for the weighted tardiness objective.
Another heuristic for the unrelated parallel machine case with
the objective to minimise weighted mean completion time is
that proposed by Weng et al. (2001). Kim et al. (2002) proposed
a simulated annealing method with the objective to minimise
the total tardiness. In Kim et al. (2003) and Kim and Shin
(2003) a heuristic and tabu search algorithm were proposed with
the objective to minimise the total weighted tardiness and the
maximum lateness, respectively. The same problem is also stud-
ied in Chen (2005), Chen (2006) and Chen and Wu (2006) where
resource constraints are also considered, with the objective to
minimise makespan, maximum tardiness and total tardiness,
respectively. In Rabadi et al. (2006) a heuristic for the unrelated
machine case with the objective to minimise makespan is also
presented. Rocha de Paula et al. (2007) proposed a method based
on the VNS strategy for both cases, identical and unrelated par-
allel machines for the makespan objective. In Low (2005) and
Armentano and Felizardo (2007) the authors proposed a simu-
lated annealing method and a GRASP algorithm, with the objec-
tive to minimise the total flowtime and the total tardiness,
respectively.

Regarding the exact methods, there are some papers available
in the literature for the parallel machine problem. However, most
of them are able to solve instances with a few number of jobs
and machines (more details in Allahverdi et al. (2008)).

In this paper, we deal with the unrelated parallel machine
scheduling problem in which machine and job sequence depen-
dent setup times are considered, i.e., the setup times depend on
both, the job sequence and the assigned machine. We evaluate
and compare some of the above methods available in the literature.
We also propose a genetic algorithm that shows excellent perfor-
mance for a large benchmark of instances.

3. MIP mathematical model

In this section, we provide a Mixed Integer Programming (MIP)
mathematical model for the unrelated parallel machine scheduling
problem with sequence dependent setup times. Note that this
model is an adapted version of that proposed by Guinet (1993).
We first need some additional notation in order to simplify the
exposition of the model.

� pij: processing time of job j, j 2 N at machine i, i 2M.
� Sijk: machine based sequence dependent setup time on machine

i, i 2M, when processing job k, k 2 N, after having processed job
j, j 2 N.

The model involves the following decision variables:

Xijk ¼
1; if job j precedes job k on machine i

0; otherwise

�

Cij ¼ Completion time of job j at machine i

Cmax ¼Maximum completion time

The objective function is:

min Cmax; ð1Þ

And the constraints are:X
i2M

X
j2 0f g[ Nf g

j – k

Xijk ¼ 1; 8k 2 N; ð2Þ

X
i2M

X
k2N

j – k

Xijk 6 1; 8j 2 N; ð3Þ

X
k2N

Xi0k 6 1; 8i 2 M; ð4Þ

X
h2 0f g[ Nf g

h–k;h–j

Xihj P Xijk; 8j; k 2 N; j – k; 8i 2 M; ð5Þ

Cik þ Vð1� XijkÞP Cij þ Sijk þ pik; 8j 2 0f g [ Nf g; 8k

2 N; j – k; 8i 2 M; ð6Þ

Ci0 ¼ 0; 8i 2 M; ð7Þ

Cij P 0; 8j 2 N; 8i 2 M; ð8Þ

Cmax P Cij; 8j 2 N; 8i 2 M; ð9Þ

Xijk 2 0;1f g; 8j 2 0f g [ Nf g; 8k 2 N; j – k; 8i 2 M: ð10Þ

The objective is to minimise the maximum completion time or
makespan. Constraint set (2) ensures that every job is assigned to
exactly one machine and has exactly one predecessor. Notice the
usage of dummy jobs 0 as Xi0k, i 2M, k 2 N. With constraint set
(3) we set the maximum number of successors of every job to
one. Set (4) limits the number of successors of the dummy jobs to
a maximum of one on each machine. With Set (5) we ensure that
jobs are properly linked in machine: if a given job j is processed
on a given machine i, a predecessor h must exist on the same ma-
chine. Constraint set (6) is to control the completion times of the
jobs at the machines. Basically, if a job k is assigned to machine i
after job j (i.e., Xijk = 1), its completion time Cik must be greater than
the completion time of j, Cij, plus the setup time between j and k and
the processing time of k. If Xijk = 0, then the big constant V renders
the constraint redundant. Sets (7) and (8) define completion times
as 0 for dummy jobs and non-negative for regular jobs, respectively.
Set (9) defines the maximum completion time. Finally, set (10) de-
fines the binary variables. Therefore, in total, the model contains
n2m binary variables, (n + 1)m + 1 continuous variables and
2n2m + nm + 2n + 2m constraints. This MIP model will be used later
in the computational experiments.

4. Proposed genetic algorithm

Genetic algorithms (GAs) are bio-inspired optimisation meth-
ods (Holland, 1975) that are widely used to solve scheduling prob-
lems (Goldberg, 1989). Generally, the input of the GA is a set of
solutions called population of individuals that will be evaluated.
Once the evaluation of individuals is carried out, parents are se-
lected and a crossover mechanism is applied to obtain a new gen-
eration of individuals (offspring). Moreover, a mutation scheme is
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