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a b s t r a c t

We consider the problem of accurately measuring the credit risk of a portfolio consisting of loans, bonds
and other financial assets. One particular performance measure of interest is the probability of large port-
folio losses over a fixed time horizon. We revisit the so-called t-copula that generalizes the popular nor-
mal copula to allow for extremal dependence among defaults. By utilizing the asymptotic description of
how the rare event occurs, we derive two simple simulation algorithms based on conditional Monte Carlo
to estimate the probability that the portfolio incurs large losses under the t-copula. We further show that
the less efficient estimator exhibits bounded relative error. An extensive simulation study demonstrates
that both estimators outperform existing algorithms. We then discuss a generalization of the t-copula
model that allows the multivariate defaults to have an asymmetric distribution. Lastly, we show how
the estimators proposed for the t-copula can be modified to estimate the portfolio risk under the skew
t-copula model.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

Losses resulting from the failure of an obligor to make a con-
tractual payment, generally referred to as credit risk, are one of
the major concerns of financial institutions. Consequently, the
problem of accurately measuring the credit risk of a portfolio con-
sisting of various financial assets has received considerable atten-
tion in the literature. Each obligor in the portfolio is subject to
possible default, and such an event is often captured by the so-
called threshold models, where a default occurs when a latent var-
iable exceeds a given threshold. In order to model the dependence
of simultaneous defaults observed empirically, a dependence
structure is often imposed on the multivariate default distribution.
The most popular choice of such a structure is the multivariate nor-
mal distribution. This gives rise to the celebrated normal copula
model, which is widely used in the financial industry and forms
the basis of the Morgan’s CreditMetrics and other management
systems (Gupton et al., 1997; Li, 2000). See also the monographs
by Bluhm et al. (2002) and McNeil et al. (2005). Under the normal
copula framework, dependence is often induced via a set of com-
mon factors affecting multiple obligors. These factors are typically
interpreted as economy-wide risks, to which all the obligors are
exposed, though to varying degrees. Conditional on these factors,
the obligors then become independent. In terms of performance

measures of credit risk, one that is of particular importance is
the probability of large portfolio losses over a fixed time horizon.
Since this probability is typically not available analytically, Monte
Carlo methods are required to estimate this quantity.

To generate more scenarios with large losses in simulation, one
common approach is to shift the factor mean via importance sam-
pling (IS) (see, e.g., Rubinstein and Kroese, 2007), as suggested in,
e.g., Kalkbrener et al. (2004), Joshi (2004) and Egloff et al. (2005).
Although this heuristics works well empirically in the context of
single-factor normal copula models, there is little theoretical sup-
port, and consequently, the procedure might fail for certain sets of
parameter values. Glasserman and Li (2005) derive logarithmic
limits for the tail of the loss distribution associated with single-fac-
tor homogeneous portfolios. In particular, they show that for the
regime with moderately high correlation among the obligors, the
occurrence of large losses is determined primarily by the common
factor, thus justifying the heuristics of shifting the factor mean.
Moreover, they propose the following two-step IS procedure: first
apply IS to shift the factor mean, then apply IS again conditional on
the common factor affecting multiple obligors. They further show
that the proposed estimator is logarithmically efficient. Although
the utility of this two-step procedure is supported by both theoret-
ical and numerical results, it is difficult to generalize the procedure
to the general multi-factor model. In view of this difficulty, Glass-
erman et al. (2007) analyze the general multi-factor normal copula
setting and derive logarithmic asymptotics for the loss distribu-
tion. The asymptotic results are later exploited in Glasserman
et al. (2008) to develop logarithmically efficient IS techniques to
estimate the tail probabilities of large portfolio losses. We refer
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the readers to the recent review in Grundke (2009) for other re-
lated approaches.

Despite its popularity, the normal copula model does not cap-
ture various stylized facts about financial variables brought forth
by recent empirical research. In particular, one of the most prom-
inent features of financial variables is that they exhibit extremal
dependence, i.e., they are asymptotically dependent. Loosely speak-
ing, the variables take on large values (in absolute terms) simulta-
neously with non-negligible probability, and it is not captured by
the correlation structure implied by the multivariate normal distri-
bution. In view of this inadequacy of the normal copula, Bassam-
boo et al. (2008) propose the t-copula model, based on the
multivariate t-distribution, that attempts to capture the relatively
frequent occurrences of extremal comovements of financial vari-
ables. They argue that in many instances it is a more adequate
way to model dependencies than the normal copula. The authors
derive sharp asymptotics for the loss distribution, and show that
under the t-copula model, large portfolio losses occur primarily
when the so-called shock variable takes on small values, while
other random variables, including the common factors, are rela-
tively unimportant in determining the occurrence of large losses.
In other words, shifting the factor mean alone, as suggested by
the aforementioned IS procedures, would not significantly increase
the number of scenarios with large losses, and consequently, sub-
stantial variance reduction might not be achieved. Therefore, the
authors propose two IS algorithms to estimate the probability of
large portfolio losses. The first estimator uses IS based on an expo-
nential change of measure (ECM) (see, e.g., Asmussen and Glynn,
2007) and has bounded relative error; the second uses a variant
of hazard rate twisting (HRT) (Juneja and Shahabuddin, 2002),
which is shown to be logarithmically efficient. An extensive simu-
lation study shows that while both estimators offer substantial
variance reduction, the former provides 6–10 times higher vari-
ance reduction than the latter. Nevertheless, the more efficient
ECM algorithm involves generating random variables from a non-
standard distribution via rejection sampling, which takes on aver-
age three times more time compared to naive Monte Carlo
simulation. In addition, the normalizing constant of the proposal
density is not known, and has to be computed by numerical rou-
tines in order to be used in the likelihood ratio evaluation.

Instead of the two IS algorithms, we propose two novel estima-
tors based on conditional Monte Carlo (see, e.g., Asmussen and
Glynn, 2007; Rubinstein and Kroese, 2007) to estimate the proba-
bility of large portfolio loss under the t-copula model. We prove
that the less efficient estimator has bounded relative error. A sim-
ulation study similar to that in Bassamboo et al. (2008) further
shows that the proposed estimators outperform (in terms of vari-
ance reduction) both ECM and HRT algorithms. Moreover, the
new algorithms involve only generating random variables from
standard distributions, and consequently they are as efficient as
naive simulation in terms of random variable generation effort.
An additional advantage is that the new algorithms require trivial
programming effort and are easier to implement than those pro-
posed in Bassamboo et al. (2008), as the latter require generating
random variables from nonstandard distributions. We then con-
sider a generalization of the t-copula model to an asymmetric de-
fault distribution, as opposed to the symmetric distribution
implied by the normal copula and t-copula models. This general-
ization is relevant and potentially important as it incorporates
the well-documented observation that in practice financial vari-
ables are highly skewed (Fernandez and Steel, 1998; Franses and
van Dijk, 2000). In a credit risk setting, for instance, there is rela-
tively little potential gain when the underlying economic condi-
tions improve, but there is a substantial downside risk when the
market condition worsens. Consequently, the multivariate default
distribution is expected to be positively skewed (since a large po-

sitive draw of the latent variable represents a default). Failure of
taking this asymmetry into account might result in underestima-
tion of the credit risk of the portfolio.

The rest of this article is organized as follows. In Section 2 we
formulate the problem of estimating large portfolio losses and
introduce the normal copula model. We then discuss the t-copula
model in Section 3. Section 4 discusses two estimation methods
based on conditional Monte Carlo for estimating the probability
of large portfolio loss under the t-copula model. The performance
of the these estimators are demonstrated via an extensive simula-
tion study in Section 5. Finally, we consider the skew t-copula
model that accommodates an asymmetric default distribution.
There we also study how the skewness of the multivariate default
distribution affects the probability of large portfolio loss.

2. Problem formulation

Consider a lender owning a portfolio of loans consisting of n
obligors, each of whom has a positive, albeit small, probability of
defaulting. Let the probability of default for the ith obligor be
pi 2 ð0;1Þ, which we take as given. In practice, these probabilities
can often be estimated by various econometrics models using his-
torical data and other observed characteristics of the current obli-
gors. We further assume that the monetary loss associated with
the default of the ith obligor, denoted as ci, is known. We introduce
a vector of underlying latent variables X ¼ ðX1; . . . ;XnÞ so that the
ith obligor defaults if Xi exceeds some given threshold level xi.
More specifically, let fXi

ðxÞ denote the (marginal) probability den-
sity function (pdf) of Xi. Given the probability of default pi, the
threshold xi is determined implicitly by

PfXi
ðXi > xiÞ ¼

Z 1

xi

fXi
ðuÞdu ¼ pi:

One could interpret the latent variable Xi as the underlying financial
condition of the ith obligor, which is not directly observable to the
lender. However, when the obligor’s financial condition become
worse than a critical level ðxiÞ, she goes bankrupt and the lender ob-
serves a default in the ith loan. Our main interest is to learn about
the distribution of the loss incurred from defaults

LðXÞ ¼ c1IfX1>x1g þ � � � þ cnIfXn>xng; ð1Þ

where If�g denotes the indicator function. In particular, we wish to
estimate accurately the probability of large losses of the form

‘ðcÞ ¼ Pf ðLðXÞ > cÞ; ð2Þ

where X � f ðxÞ and c ¼ bn for some b > 0. In order to estimate the
above probability, one needs to specify the joint distribution of the
latent variables X ¼ ðX1; . . . ;XnÞ. It is obvious that the usefulness of
the model depends critically on the distributional assumptions of
the vector X. On the one hand, the researcher wishes to make as
few assumptions about the joint distribution as possible, since
imposing restrictive but unrealistic assumptions often lead to mis-
leading conclusions. On the other hand, a parameter-rich model of-
ten makes the analysis intractable. How this trade-off between
flexibility and tractability is made is therefore of vital importance.

One popular model that is widely used in the financial industry is
the normal copula model that forms the basis of the CreditMetrics
and other related models. The normal copula model attempts to cap-
ture the dependence among obligors while maintaining mathemat-
ical tractability by assuming the vector of latent variables follows a
multivariate normal distribution. More specifically, the underlying
correlations are often specified through a linear factor model

Xi ¼ wi1Z1 þ � � � þwidZd þwigi; i ¼ 1; . . . ; n; ð3Þ

where Z1; . . . ; Zd are independent and identically distributed (iid)
standard normal variables known as factors that capture the
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