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a b s t r a c t

This paper presents a model for applying revenue management to on-demand IT services. The multino-
mial logit model is used to describe customer choice over multiple classes with different service-level
agreements (SLAs). A nonlinear programming model is provided to determine the optimal price or service
level for each class. Through a numerical analysis, we examine the impacts of system capacity and cus-
tomer waiting incentives on the service provider’s profit and pricing strategies.
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1. Introduction

Today’s demand for products and services changes at a much
finer time scale than in previous decades. Companies need to adapt
themselves to these changes quickly in order to operate profitably.
In parallel to the efforts taking place within companies to respond
to a rapidly changing marketplace, the ‘‘IT on demand” paradigm
has emerged as a partial solution to some of these companies’
woes.

Using third-party on-demand IT services, firms can access IT
resources – software, web-site hosting, computational or memory
capacity – when it is needed and in the quantity that it is needed.
The use of IT services on demand enables a firm to concentrate on
its core business and outsource its IT functions to outside vendors.
Vendors ensure their functionality and handle software upgrades,
maintenance, capacity expansion, etc. The firm pays for IT as a
service, where the price paid depends upon usage, rather than a
capital and labor outlay; in particular, when usage needs change,
no new acquisition/capacity planning decisions need to be made.

A common example of on an demand e-service is dynamic
off-loading of web content. When a customer, e.g., an online
retailer, experiences heavy web site traffic, the excess traffic is
automatically redirected to an off-loading service. Web sites are
stored remotely, and jobs are run remotely. The change is usually
seamless from the point of view of end users.

Contracts for on-demand IT services typically specify both price
structures and service-level agreements (SLAs). Common price

structures vary from a fixed unit price per quantity of IT resource
consumed (where quantity may be measured in terms of CPU-
time, for instance) to multi-tier price structures, in which a differ-
ent unit price is charged when the usage goes beyond a threshold.

SLAs stipulate the quality metrics, and for each of those metrics,
the contracts specify the desired targets that the service provider
should meet. If a target is not met, a penalty may be paid to the
customer, and in some cases the total penalty may increase with
the degree of nonsatisfaction. Another important issue in a con-
tract for on-demand IT services is the billing period. The quality
metrics, prices, and penalty may vary from peak periods to un-peak
periods.

While the gains may be clear to customers, the IT service pro-
vider may face a great challenge to operate profitably. To attract
business, the service provider must offer a price visibly lower (in
some cases, 25% or more) than what the customer believes he or
she is spending on in-house management of IT. The customer also
expects a comparable service quality level. In order to satisfy the
SLAs, the service provider’s capacity must be sufficient to avoid
excessive SLA breach penalties. Hence, from the service provider’s
point of view, cost reduction is difficult and revenue generation
become critical for success. Therefore, in this paper we examine
how revenue management strategies could help service providers
to improve their bottom lines.

The rest of the paper is organized as follows. The relevant
literature is reviewed and a summary of our main contribution is
provided in Section 2. Next, we present the model’s major compo-
nents and its properties in Section 3. In Section 4, we conduct
numerical analyses to examine the impact of system capacity
and customer waiting incentives on the service provider’s profit
and pricing strategies. Finally, we conclude in Section 5.
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2. Literature review

Revenue management was first practiced in the airline industry
for seat overbooking control (see Littlewood, 1972; Belobaba,
1987). The last two decades, however, saw a rise in the application
of revenue management techniques to many other fields such as
the hotel industry, car rental agencies, retail stores, and restaurants
(see Bitran and Mondschein, 1995; Petruzzi and Dada, 1999), and
models in general became more industry specific. There exists a
vast literature on revenue management and we refer interested
readers to McGill and van Ryzin (1999), Bitran and Caldentey
(2002), Elmaghraby and Keskinocak (2003) and the monograph
by Talluri and van Ryzin (2004) for detailed reviews.

There is a parallel stream of literature in the networking com-
munity, some of which has been treating not only the question
of resource allocation in networked computer systems, but also
the price to be charged for network use. This field emerged as a
result of advances in hardware and software that enable the use
of priority classes in networked computer systems. Models previ-
ously used for scheduling and admission control have been
extended to include pricing decisions and revenue maximization,
as a result of the ability to handle multiple priority classes. A non-
exhaustive list of such papers includes Afeche and Mendelson
(2004), Dewan and Mendelson (1990), Fulp and Reeves (2004),
Hampshire et al. (2003), Konana et al. (2000), Liu et al. (2001),
Mendelson (1985), Mendelson and Whang (1990), Nair and Bapna
(2001), Paschalidis and Tsitsiklis (2000) and Van Mieghem (2000).
While many of those models are not directly applicable to on-
demand IT service, that line of work is of interest to us in that
queueing and congestion due to network traffic are modeled, and
hence some of the mechanics of the applications (Liu et al., 2001)
are similar to ours. The objectives of the above papers are to deter-
mine long-term, asymptotically optimal policies. This contrasts to
our goal of running an IT system over a finite horizon, with prices
and service quality guarantees.

Research has also been conducted on the pricing structures in
on-demand IT services. Paleologo (2004) accounted for the impact
of uncertainty in the decision process in the pricing of on-demand
e-services and proposed a method to set prices by maximizing net
present value with probabilistic bounds on the gross profit margin.
Sundararajan (2004) showed that a combination of usage-based
pricing and unlimited-usage fixed-fee pricing is optimal for the
pricing of information goods in the presence of transaction costs,
contrasting the well-known results from nonlinear pricing which
suggests the optimality of purely usage-based pricing (see Wilson,
1993). Huang and Sundararajan (2005) studied three pricing mod-
els for on-demand computing under different settings of service
provider’s infrastructure choice and cost structure, and customers’
valuation.

Unfortunately, none of these papers model the queueing behav-
ior in on-demand IT services or its impact on the quality of service,
and hence on the total price paid and demand induced. In addition,
the pricing structures discussed in these papers, while of interest
for designing long-term contracts, are not directly implementable
in on-demand IT services with varying quality metrics and prices
over the time. With the consideration of time-dependent qualities
and prices, the above pricing structures in the literature would
make the model analytically intractable.

Finally, another revenue management model for IT resources
has been advocated by a group of researchers at IBM (Dube and
Hayel, 2006; Dube et al., 2005; Dube et al., 2007). In Dube and
Hayel (2006), a single-period, multi-service-class yield manage-
ment model was developed based on linear demand function and
weighted-utility customer choice model. In Dube et al. (2005),
the problem was formulated as an optimization model with fixed

sojourn times of customers/jobs at the facility, and the model
was studied analytically in a simplified setting with two price-ser-
vice-level classes. In Dube et al. (2007), pricing and outsourcing
decisions were examined at the competitive equilibrium between
two firms.

Although the queueing behavior in IT services has been consid-
ered in those three papers, the quality metrics and prices are still
time-independent. In a single-period model, customers’ decision
is to either accept or reject the price and service offering, as op-
posed to the model in this paper that allows users to defer their
usage to a later time, for a more attractive price or for a better qual-
ity of service (QoS).

In this paper, we consider the problem for a service provider to
determine optimal prices (or service levels) along with capacity
allocations to multiple service classes for multiple periods. The rev-
enue management model developed in this paper is based on the
multinomial logit demand function, which describes customer
choices facing any number of discrete choices.

The paper contributes to the literature on on-demand IT ser-
vices by considering both the queueing behavior and the deferred
service option. The queueing behavior in IT services and its impact
on QoS are considered in both the capacity constraints and the
firm’s expected profit. The deferred service option redirects some
peak-period demands to be processed in off-peak periods. The de-
ferred service option has the additional benefit of inducing users to
think of IT as a shared and limited resource, and to make efficient
use of it not only individually but at a company-wide level. For
example, tasks that can be accomplished at off-peak times can
therefore be performed at lower cost, leaving resources available
at the more costly peak times to higher-priority tasks. Indeed,
the use of IT on demand from an external service provider leads
naturally to a shift in the way IT resources are used (Dube et al.,
2007).

3. Model

3.1. Service classes

We assume that the planning horizon (e.g., a 24-h day starting
at 8 AM) is separated into N time periods. For simplicity, we as-
sume these periods are of equal length. However, the model can
be modified with periods of different length, by using the expected
amount of demand and service capacity in a period to replace the
arrival and service rates in the optimization model. Alternatively,
periods of different lengths can always be chopped into small
intervals of the same length. We denote by t the period when a
job is submitted, and by s the period when it is actually processed.
Users may wait until a later period to have their transactions pro-
cessed. The motivation from the user’s point of view would hence
be to obtain a lower price or a higher level of service.

We consider transaction-based IT service. Transactions, or jobs,
are submitted by customers in a Poisson process with arrival rate kt

in period t. Without loss of generality, we assume each transaction
requires the same workload, since long jobs could be split into
small independent transactions. We also assume that the process-
ing time for each transaction is much smaller than the length of the
time period, and no transactions will be processed across periods.
Given the focus in this work on transaction-based IT services, this
assumption is not overly restrictive.

We assume that the service provider offers K service classes. All
transactions processed in the same service class during the same
time period experience the same level of service, but may be
charged different prices depending on the submission periods. De-
note rts

k as the price of a unit transaction submitted in period t and
processed in period s in service class k. To encourage customers to
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