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Abstract

One of the most promising approaches for clustering is based on methods of mathematical programming. In this paper
we propose new optimization methods based on DC (Difference of Convex functions) programming for hierarchical clus-
tering. A bilevel hierarchical clustering model is considered with different optimization formulations. They are all noncon-
vex, nonsmooth optimization problems for which we investigate attractive DC optimization Algorithms called DCA.
Numerical results on some artificial and real-world databases are reported. The results demonstrate that the proposed
algorithms are more efficient than related existing methods.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Multilevel hierarchical clustering consists of grouping data objects into a hierarchy of clusters. It has a long
history (see e.g., [2,5,15]) and has many important applications in various domains, since many kinds of data,
including observational data collected in the human and biological sciences, have a hierarchical, nested, or
clustered structure. Hierarchical clustering algorithms are useful to determine hierarchical multicast trees
for Gird computing using in e-Science, e-Medicine or e-Commerce, Multimedia conferencing, Large-scale dis-
semination of timely information, etc.

A hierarchical clustering of a set of objects can be described as a tree, in which the leaves are precisely the
objects to be clustered. A hierarchical clustering scheme produces a sequence of clusterings in which each
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clustering is nested into the next clustering in the sequence. Standard existing methods for Multilevel hierar-
chical clustering are often based upon nonhierarchical clustering algorithms coupled with several iterative con-
trol strategies to repeatedly modify an initial clustering (reordering, and reclustering) in search for a better
one.

To our knowledge, while mathematical programming is widely used for nonhierarchical clustering prob-
lems there exist a few optimization models and techniques for multilevel hierarchical clustering ones. Except
the work in [14] we have not found other approaches using mathematical programming model for multilevel
hierarchical clustering.

In this paper we investigate an efficient optimization approach for a model of this class, that is bilevel hier-
archical clustering. The problem can be stated as follows. Given a set A of p objects A :¼ faj 2 Rn :
j ¼ 1; . . . ; pg, a measured distance, and an integer k. We are to choose k + 1 members in A, one as the total
centre (the root of the tree) and others as centres of k disjoint clusters, and assign other members of A to their
closest centre. The total centre is defined as the closest object to all centres (in the sense that the sum of dis-
tances between it and all centres is the smallest).

Let us mention a practical application widely studied in the networking community that is the network
topology identification based on end-to-end measurements. Consider a communication network, in which a
sender node transmits information packets to a set of receiver nodes. The receivers are, in this case, the usual
‘‘objects’’ to be clustered. Assume that the routes from the sender to the receivers are fixed. The physical net-
work topology is essentially a graph, where each node corresponds to a physical device (e.g., router, switch,
terminal, etc.) and the links correspond to the connections between them. Knowledge of the network topology
is essential for tasks like monitoring and provisioning a network.

Our approach is based on DC (Difference of Convex functions) programming – which deals with DC pro-
grams, i.e., the minimization of a DC function over a convex set – and DC optimization Algorithm called
DCA. They were introduced by Pham Dinh Tao in their preliminary form in 1986 and have been extensively
developed since 1993 by Le Thi Hoai An and Pham Dinh Tao to become now classic and more and more pop-
ular (see e.g., [8–13,16,17] and references therein). DCA has been successfully applied to many large-scale
(smooth or nonsmooth) nonconvex programs in various domains of applied sciences, in particular in data
analysis and data mining [1,6,12,19,20], for which it provided often a global solution and proved to be more
robust and efficient than standard methods.

In this work different mathematical programs have been proposed for the considered bilevel hierarchical
clustering problem. They are all nonconvex, nonsmooth optimization problems that can be reformulated as
DC programs in a suitable matrix space. More precisely these appropriate formulations lead us to minimiza-
tions of differences of simple convex quadratic functions and nonsmooth convex functions, for which the
resulting DCA schemes are all explicit, and very inexpensive. Numerical results on some artificial and real-
world databases demonstrate that the proposed algorithms are more efficient than some existing optimization
based clustering algorithms.

The paper is organized as follows. Section 2 presents different optimization models for the problem. Section
3 provides an introduction of DC programming and DCA. Section 4 deals with a special realization of DCA
to the underlying bilevel hierarchical clustering problem. Computational results are reported in the last
section.

2. Optimization formulations

In [14] the authors have proposed two nonsmooth, nonconvex optimization models for this problem in the
context of determining a multicast group. They considered the set A as the set of p nodes in the plane, and the
measured distance is the Euclidean distance. In the first model they have considered the artificial centres of
clusters, denoted xi, i = 1, . . . ,k, as variables. The total centre is then defined according to the centres xi via
the formula

x� ¼ 1

k

Xk

i¼1

xi: ð1Þ
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