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a b s t r a c t

In consumer credit markets lending decisions are usually represented as a set of classification problems.
The objective is to predict the likelihood of customers ending up in one of a finite number of states, such
as good/bad payer, responder/non-responder and transactor/non-transactor. Decision rules are then
applied on the basis of the resulting model estimates. However, this represents a misspecification of
the true objectives of commercial lenders, which are better described in terms of continuous financial
measures such as bad debt, revenue and profit contribution. In this paper, an empirical study is under-
taken to compare predictive models of continuous financial behaviour with binary models of customer
default. The results show models of continuous financial behaviour to outperform classification
approaches. They also demonstrate that scoring functions developed to specifically optimize profit con-
tribution, using genetic algorithms, outperform scoring functions derived from optimizing more general
functions such as sum of squared error.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

The first research into credit scoring (the application of quanti-
tative methods to consumer risk assessment) was undertaken by
Durand, who used quadratic discriminant analysis to classify credit
applications as good or bad payers (Durand, 1941). Since then, the
most popular approaches to consumer risk assessment have con-
tinued to treat lending decisions as binary classification problems
(Hand and Henley, 1997; Thomas et al., 2002; Finlay, 2008a). Data
about individuals is collected from the time lending decisions are
made and their behaviour observed over a period of a few months
or years. On the basis of their behaviour individuals are classified
as good or bad payers. Classification or regression methods are
then applied to create predictive models that are applied to new
credit applications in the future. Those that the model predicts
have a high likelihood of being a good payer are accepted, while
those with a low likelihood are rejected. In more recent times lend-
ers have moved on to apply classification approaches to other as-
pects of customer behaviour, constructing models to predict
behaviours such as the likelihood to respond to a mailing, the pro-
pensity to revolve a balance on a credit card or likelihood of attri-
tion to a rival product (Thomas et al., 2002). It is therefore,
becoming increasingly common to create and use a number of dif-
ferent models of customer behaviour in combination to make deci-
sions about who to lend to and on what terms.

There are a number of arguments that can be raised against
applying traditional classification approaches to credit scoring

problems, and in this paper two of them are explored. First, the loss
function of interest to the user is often different from the loss func-
tion used during model development. This has long been recog-
nized as an issue for forecasting problems in general (Fildes and
Makridakis, 1988) and has been discussed in a number of more re-
cent papers in relation to credit scoring (Finlay, 2005, 2009b; Hand,
2005; Hand et al., 2008; Andreeva et al., 2007). Consider logistic
regression, the most popular technique used for constructing credit
scoring models (Thomas et al., 2001a; Crook et al., 2007). The
dependent variable, y, can take values of 1 or 0 and a model is de-
rived that maximizes the likelihood over the set of n observed
cases:

Yn

i¼1

Pyi
i ð1� PiÞð1�yiÞ

� �
; ð1Þ

where Pi is the posterior probability that yi = 1, calculated as a func-
tion of the independent variables, xi. Yet, for many practitioners
likelihood is of little interest, and the accuracy of point estimates
for individual observations are not important. Instead, practitioners
are primarily interested in the properties of the distribution of mod-
el scores and the accurate ranking of scores within this distribution
(Thomas et al., 2001a).

The second argument against using classification approaches is
more strategic in nature. The construction of binary classification
models of behaviour is accepted practice within the credit scoring
community, but often it is not a true representation of a commer-
cial lender’s main objectives. A model that has been constructed to
minimize the misclassification of good and bad payers, based on
default behaviour, is at best a crude approximation to the primary
objective of identifying those customers that will generate a
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positive contribution to profit. At worst, it might be a misspecifica-
tion of the problem, if those classified as good or bad actually gen-
erate a loss or profit respectively, despite their eventual repayment
classification. For example, consider a credit card account that was
highly utilized and maintained a revolving balance, but defaulted
for a small sum at the end of the observation period. The account
would be classified as bad under most definitions of good/bad
payer, but may have generated a positive contribution to profit
over the period of observation.

To summarise, this paper looks at two issues concerning the
appropriateness of applying binary classification methodologies
to the development of credit scoring model(s):

(1) The objective function does not represent customer behav-
iour in terms of meaningful financial measures. Instead,
crude measures such as good/bad, response/non response
etc. are used as substitutes.

(2) The modelling process does not take into account prior
information about the lender’s decision making criteria.
Instead, the objective function used to generate most credit
scoring models maximizes/minimizes some generalised
measure such as likelihood or the sum of squared errors.

The remainder of this paper is in three parts. First, the treatment
of continuous financial measures for consumer risk assessment is
discussed. Second, an empirical study is undertaken comparing
the properties of continuous models of financial behaviour with a
traditional good/bad payer model constructed using logistic regres-
sion. Third, a genetic algorithm (GA) is used to construct models of
financial behaviour that takes into account prior information about
the decision rules (the cut-off strategy) to be employed. The GA
derived models are then compared with the first set of models
developed using more traditional methods. It is worth pointing
out that GAs have been applied to credit scoring problems before
(Fogarty and Ireson, 1993; Desai et al., 1997; Yobas et al., 2000;
Finlay, 2005). However, a key element that differentiates this study
from previous ones is that it is the first to consider the use of a GA to
optimize continuous financial measures.

1.1. The treatment of continuous financial objectives in credit scoring

This is by no means the first paper to discuss the need to con-
sider financial measures of customer behaviour when making
credit granting decisions, and a number of approaches have been
proposed. The traditional approach is to weight the results pro-
duced from a binary model of behaviour with prior information
about the portfolio. For example, with linear discriminant analysis
(Lachenbruch, 1982) the discriminant score function, S, is defined
as:

Si ¼ ½xi � 0:5ðu1 þ u2Þ�T
X�1ðu1 � u2Þ; ð2Þ

where xi is the vector for observation i with k independent vari-
ables. u1 and u2 are the k means vectors for goods and bads respec-
tively.

P
is the common covariance matrix.

If the objective is to use the score to accept only those likely to
generate a positive contribution, the rule to assign observations to
each class (the decision to accept or reject them) is augmented
with average profit and loss information (Thomas et al., 2002):

Classify applicant i as good (and accept the application) if:

Si > ln
LP2

RP1
:

Otherwise classify as bad (and reject the application) where Pi is the
prior probability of an observation being in class i, i = 1 for good
payers, i = 2 for bad payers. L is the average loss for a bad payer,
L P 0, R is the average return from a good payer, R > 0.

In general, for any method that generates probability estimates
of class membership, the general form of the decision rule to opti-
mize the lending decision will be:

Si ¼ R � PðG=xiÞ � Lð1� PðG=xiÞÞ: ð3Þ

Accept applicant i if Si > 0: where P(G/xi) is the posterior probability
of observation i being a good payer. However, this strategy is sim-
plistic because R and L are assumed to take the same values for
all model scores, and in situations where the ranking of accounts
is of primary importance, there is no change to the ranking of ac-
counts to adjust for those that generate greater/lesser contribution;
i.e. the underlying model remains the same regardless of the values
of R and L chosen. In practice, R and L may vary in which case a more
appropriate formulation of the score function is:

Si ¼ EðR=xi;GÞPðG=xiÞ � EðL=xi; BÞð1� PðG=xiÞÞ; ð4Þ

where E(R/x, G) and E(L/x, B) are the expected revenue/loss given x
and the good/bad status respectively. Therefore, a practical imple-
mentation of (4) would involve building models to estimate P(G/
x), E(R/x, G) and E(L/x, B). However, R and L are not always easy to
determine, and this may be why (4) has received little attention
to date, in terms of empirical study relating to customer decision
making.

Eq. (4) is an improvement on Eq. (3), but it still represents an
incorrect specification of the problem. Normally, the good/bad def-
inition is based on delinquency states. Goods and bads are consid-
ered to be mutually exclusive so that P(G/x) + P(B/x) = 1 (see Li and
Hand (2002) and Finlay (2008b) for notable exceptions to this).
Correspondingly, it is assumed that the return, R, only applies to
goods and losses, L, applies only to bads. The possibility of bad pay-
ers generating a return prior to default is ignored, as is the possibil-
ity of loss from a good. This feature can be accommodated within
(4) by allowing R and L to take values in the range ±1, or by
extending (4) so that the score function becomes:

Si ¼ PðG=xiÞ½EðRG=xi;GÞ � EðLG=xi;GÞ� þ ½1� PðG=xiÞ�
� ½EðRB=xi;BÞ � EðLB=xi;BÞ�; ð5Þ

where the subscripts G and B for R and L represent the return/loss
on good and bad payers respectively. However, if in the final anal-
ysis one is only interested in the return or loss generated from an
account, the eventual delinquency status becomes something of a
moot point. P(G/x) becomes redundant, leading to a much simpler
expression of the score function:

Si ¼ EðR=xiÞ � EðL=xiÞ ¼ EðC=xiÞ; ð6Þ

where C is the net contribution (R � L).
A number of other approaches to dealing with financial out-

comes have also been proposed. Cyert et al. (1962) adopted a Mar-
kov chain approach to examine the movement between different
delinquency states over time, in order to estimate the bad debt
component of account contribution. The idea of using Markov pro-
cesses was developed further by Thomas et al. (2001b) who pro-
posed a profit maximization model based on a Markov processes/
dynamic programming approach to determine optimal credit lim-
its to assign to accounts. Oliver and Wells (2001) and Beling et al.
(2005) suggested the definition of efficient frontier strategies
based on profitability objectives, and an approach described by
Thomas et al. (2002) is to develop binary models of different as-
pects of customer behaviour such as default, usage, acceptance
and attrition. These are then used in combination to segment a
population, with decisions made on the basis of the financial prop-
erties of each segment. While offering the potential to improve the
decision making process, none of these approaches model contin-
uous financial measures of behaviour directly. All of them are
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