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Abstract

The knapsack problem (KP) is generalized to the case where items are partially ordered through a set of precedence
relations. As in ordinary KPs, each item is associated with profit and weight, the knapsack has a fixed capacity, and
the problem is to determine the set of items to be packed in the knapsack. However, each item can be accepted only when
all the preceding items have been included in the knapsack. The knapsack problem with these additional constraints is
referred to as the precedence-constrained knapsack problem (PCKP). To solve PCKP exactly, we present a pegging
approach, where the size of the original problem is reduced by applying the Lagrangian relaxation followed by a pegging
test. Through this approach, we are able to solve PCKPs with thousands of items within a few minutes on an ordinary
workstation.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Let G = (V,E) be a directed graph [10] with vertex set V = {1,2, . . . ,n} and edge set E � V · V. Here, V rep-
resents the set of items that can be included into a knapsack of capacity c. Associated with each j 2 V are its
weight wj and profit pj. Without much loss of generality we assume that parameters wj, pj (j = 1, . . . ,n) and c
are all positive integers. The set of edges E represents precedence relations between the items. That is, (i, j) 2 E

implies that item j can be accepted only when item i has been included in the knapsack. Throughout the paper,
we put m :¼ |E|, and assume that G is acyclic, i.e., no directed cycle is included in G, since otherwise the pre-
cedence relations are not well defined.
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The problem can be formulated mathematically as a 0–1 programming problem. Let xj be a variable such
that

xj ¼
1; if item j is accepted;

0; otherwise:

(

Then, we have the following precedence-constrained knapsack problem [21].

PCKP:

maximize zðxÞ :¼
Xn

j¼1

pjxj ð1Þ

subject to
Xn

j¼1

wjxj 6 c; ð2Þ

xi P xj; 8ði; jÞ 2 E; ð3Þ

xj 2 f0; 1g; 8j 2 V : ð4Þ

Here, without loss of generality, we assume that

wj 6 c ð8j 2 V Þ;
Xn

j¼1

wj > c

since otherwise the problem is trivial.
Precedence relations arise naturally as a consequence of logical/physical requirements among items. For

example, in a project management activities are usually arranged in the form of a flow chart or a network,
and each activity can be initiated only when all the preceding activities have been finished. Or, in open-pit min-
ing [2] we can remove a block only when all the blocks lying immediately above have been removed. Math-
ematically, these relations are represented in the form of inequality (3). Then, if we wish to complete as many
projects as possible, or excavate as many blocks as possible within a fixed time limit, we need to solve PCKP.

PCKP is NP-hard [9]; because without precedence constraint (3), it reduces to the knapsack problem (KP,
[17,15]), which is already NP-hard. An important subclass of PCKP is the tree-knapsack problem (TKP,
[5,22,14,12]), where G is a directed tree rooted at node 1. Hirabayashi et al. [11] formulated a tool-module
design problem as a PCKP on a bipartite graph. Moriyama et al. [18] generalized this into a PCKP under
the name of partially-ordered knapsack problem, and developed a branch-and-bound algorithm with some
numerical experiments. Samphaiboon et al. [21] presented a dynamic programming algorithm to solve this
problem. If the size of the problem is not so large, it may be solved by commercial or free IP solvers [8]. Using
NUOPT [20], a popular IP solver in Japan, we were able to solve most of the randomly generated PCKPs with
up to n = 2000, but for larger problems we often encountered difficulties in obtaining exact solutions.

In this paper, we propose a novel approach to solve larger PCKPs exactly as follows. First, we eliminate
constraints (3) by applying the Lagrangian relaxation, and together with the continuous relaxation of (4),
the result is a continuous knapsack problem. Then, the pegging test for ordinary KPs can be applied, and if
the Lagrangian multipliers are well tuned up, we obtain a PCKP of substantially reduced size. With the pre-
cedence constraint (3), we can further derive an improved block pegging test, and the reduced PCKPs are often
solved by commercial IP solvers. We implement these algorithms, and evaluate the developed method through
a series of computational experiments.

2. Upper and lower bounds

This section derives an upper bound by applying the Lagrangian relaxation [19,23] to PCKP. We also present
a local search [1] algorithm to obtain a good approximate solution quickly, which gives a lower bound to
PCKP.
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