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Abstract

Visual data mining is an efficient way to involve human in search for a optimal decision. This paper focuses on the
optimization of the visual presentation of multidimensional data.

A variety of methods for projection of multidimensional data on the plane have been developed. At present, a ten-
dency of their joint use is observed. In this paper, two consequent combinations of the self-organizing map (SOM) with
two other well-known nonlinear projection methods are examined theoretically and experimentally. These two methods
are: Sammon’s mapping and multidimensional scaling (MDS). The investigations showed that the combinations
(SOM_Sammon and SOM_MDS) have a similar efficiency. This grounds the possibility of application of the MDS with
the SOM, because up to now in most researches SOM is applied together with Sammon’s mapping. The problems on
the quality and accuracy of such combined visualization are discussed. Three criteria of different nature are selected for
evaluation the efficiency of the combined mapping. The joint use of these criteria allows us to choose the best visual-
ization result from some possible ones.

Several different initialization ways for nonlinear mapping are examined, and a new one is suggested. A new
approach to the SOM visualization is suggested.

The obtained results allow us to make better decisions in optimizing the data visualization.
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1. Introduction

Data points from real world are often described by an array of parameters, i.e., we deal with multidi-
mensional data. These data points form a data set. The problem is to discover knowledge in the set of mul-
tidimensional points. There are a variety of possible data mining methods for the analysis (clustering,
classification, visualization, etc.). A proper choice of method depends, e.g., on the goals of analysis, data
structure, data amount, etc. Visualization is a powerful tool in data analysis. It makes easier the perception
of data. The classic methods for visualization are, for example, Sammon’s mapping [33], multidimensional
scaling (MDS) [3], principal components [25], and others. Representatives of the modern visualization
methods are neural networks — the self-organizing map (SOM) [20,21] and neural network-based realiza-
tions of Sammon’s mapping (SAMANN) [28]. At present, combinations of the classic methods with mod-
ern ones (in particular, with neural networks) are under the rapid development.

In this paper, we investigate the consequent combinations of the SOM with Sammon’s mapping or mul-
tidimensional scaling (MDS). The problems on the quality and accuracy of such visualization are discussed
in this paper. Also, the best way of initialization for nonlinear mapping is suggested. When comparing dif-
ferent visualization methods, the problem arises to evaluate the quality of projection. Each method opti-
mizes its own criterion of the quality or error. In this paper, a set of criteria that describe the projection
quality is presented and applied.

This paper is organized as follows. In Section 2, a survey of basic data mapping algorithms is presented,
some methods (SOM, MDS and Sammon’s mapping) are analysed in detail. In Section 3, the ways of com-
bining the visualization methods are investigated. In Section 4, the problems of initialization of nonlinear
projection methods are discussed. In Section 5, a set of criteria of the mapping quality is described. In Sec-
tion 6, the results of analysis are presented. The final section summarizes the conclusions.

2. The basic data mapping algorithms

There exist a lot of methods that can be used for reducing the dimensionality of data, and, particularly,
for visualizing the n-dimensional vectors Xi,..., X, € R", where s is the number of the vectors. A deep
review of the methods is performed, e.g., by Kaski [19] and Kohonen [20,21]. The discussion below is based
mostly on these reviews. The discussion shows the place of our approaches (consequent application of the
self-organizing map and Sammon’s mapping or MDS) in the general context of methods for reducing the
dimensionality of data.

The first group of methods is so-called projection methods. The goal of projection is to represent the
input data items in a lower-dimensional space so that certain properties of the structure of the data set were
preserved as faithfully as possible. The projection can be used to visualize the data set if a sufficiently small
output dimensionality is chosen.

One of these methods is a well-known principal components analysis (PCA) [25]. The PCA can be used
to display the data as a linear projection on such a subspace of the original data space that preserves the
variance in the data best. Effective algorithms exist for computing the projection. Even neural algorithms
exist (see e.g., [30,32]). PCA cannot embrace nonlinear structures, consisting of arbitrarily shaped clusters
or curved manifolds, since it describes the data in terms of a linear subspace. Projection pursuit [11] tries to
express some nonlinearities, but if the data set is high-dimensional and highly nonlinear, it may be difficult
to visualize it with linear projections onto a low-dimensional display even if the “projection angle” is cho-
sen carefully.

PCA can be generalized to form nonlinear curves. While a good projection of a data set onto a linear
manifold was constructed in PCA, the goal in constructing a principal curve is to project the set onto a
nonlinear manifold. The principal curves [16] are smooth curves that are defined by the property that each
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