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#### Abstract

The minimum sum-of-squares clustering problem is formulated as a problem of nonsmooth, nonconvex optimization, and an algorithm for solving the former problem based on nonsmooth optimization techniques is developed. The issue of applying this algorithm to large data sets is discussed. Results of numerical experiments have been presented which demonstrate the effectiveness of the proposed algorithm. © 2004 Elsevier B.V. All rights reserved.
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## 1. Introduction

Clustering is the unsupervised classification of the patterns. Cluster analysis deals with the problems of organization of a collection of patterns into clusters based on similarity. It has found many applications, including information retrieval, document extraction, image segmentation, etc.

In cluster analysis we assume that we have been given a set $X$ of a finite number of points of $d$-dimensional space $\mathbb{R}^{d}$, that is

$$
X=\left\{x^{1}, \ldots, x^{n}\right\}, \quad \text { where } x^{i} \in \mathbb{R}^{d}, \quad i=1, \ldots, n .
$$

The subject of cluster analysis is the partition of the set $X$ into a given number $q$ of overlapping or disjoint subsets $C_{i}, i=1, \ldots, q$, with respect to predefined criteria such that

[^0]$$
X=\bigcup_{i=1}^{q} C_{i}
$$

The sets $C_{i}, i=1, \ldots, q$, are called clusters. The clustering problem is said to be hard clustering if every data point belongs to one and only one cluster. Unlike hard clustering in the fuzzy clustering problem the clusters are allowed to overlap and instances have degrees of appearance in each cluster. In this paper we will exclusively consider the hard unconstrained clustering problem, that is we additionally assume that

$$
C_{i} \cap C_{k}=\emptyset, \quad \forall i, k=1, \ldots, q, \quad i \neq k,
$$

and no constraints are imposed on the clusters $C_{i}, i=1, \ldots, q$. Thus every point $x \in X$ is contained in exactly one and only one set $C_{i}$.

Each cluster $C_{i}$ can be identified by its center (or centroid). Then the clustering problem can be reduced to the following optimization problem (see [7,8,38]):

$$
\begin{array}{ll}
\text { minimize } & \varphi(C, a)=\frac{1}{n} \sum_{i=1}^{q} \sum_{x \in C_{i}}\left\|a^{i}-x\right\|^{2}  \tag{1}\\
\text { subject to } C \in \bar{C}, \quad a=\left(a^{1}, \ldots, a^{q}\right) \in \mathbb{R}^{d \times q}
\end{array}
$$

where $\|\cdot\|$ denotes the Euclidean norm, $C=\left\{C_{1}, \ldots, C_{q}\right\}$ is a set of clusters, $\bar{C}$ is a set of all possible $q$-partitions of the set $X, a^{i}$ is the center of the cluster $C_{i}, i=1, \ldots, q$,

$$
a^{i}=\frac{1}{\left|C_{i}\right|} \sum_{x \in C_{i}} x,
$$

and $\left|C_{i}\right|$ is a cardinality of the set $C_{i}, i=1, \ldots, q$. The problem (1) is also known as the minimum sum-ofsquares clustering. The combinatorial formulation (1) of the minimum sum-of-squares clustering is not suitable for direct application of mathematical programming techniques. The problem (1) can be rewritten as the following mathematical programming problem:

$$
\begin{aligned}
& \operatorname{minimize} \quad \psi(a, w)=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{q} w_{i j}\left\|a^{j}-x^{i}\right\|^{2} \\
& \text { subject to } \quad \sum_{j=1}^{q} w_{i j}=1, \quad i=1, \ldots, n
\end{aligned}
$$

and

$$
w_{i j} \in\{0,1\}, \quad i=1, \ldots, n, \quad j=1, \ldots, q .
$$

Here

$$
a^{j}=\frac{\sum_{i=1}^{n} w_{i j} x^{j}}{\sum_{i=1}^{n} w_{i j}}, \quad j=1, \ldots, q
$$

and $w_{i j}$ is the association weight of pattern $x^{i}$ with cluster $j$ (to be found), given by

$$
w_{i j}= \begin{cases}1 & \text { if pattern } i \text { is allocated to cluster } j \forall i=1, \ldots, n, j=1, \ldots, q \\ 0 & \text { otherwise }\end{cases}
$$

$w$ is an $n \times q$ matrix.
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