
Computing, Artificial Intelligence and Information Technology

A new nonsmooth optimization algorithm for minimum
sum-of-squares clustering problems

Adil M. Bagirov, John Yearwood *

Centre for Informatics and Applied Optimization, School of Information Technology and Mathematical Sciences,

University of Ballarat, P.O. Box 663, Vic. 3353, Australia

Received 25 November 2002; accepted 17 June 2004
Available online 26 August 2004

Abstract

The minimum sum-of-squares clustering problem is formulated as a problem of nonsmooth, nonconvex optimiza-
tion, and an algorithm for solving the former problem based on nonsmooth optimization techniques is developed. The
issue of applying this algorithm to large data sets is discussed. Results of numerical experiments have been presented
which demonstrate the effectiveness of the proposed algorithm.
� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Clustering is the unsupervised classification of the patterns. Cluster analysis deals with the problems of
organization of a collection of patterns into clusters based on similarity. It has found many applications,
including information retrieval, document extraction, image segmentation, etc.

In cluster analysis we assume that we have been given a set X of a finite number of points of d-dimen-
sional space Rd , that is

X ¼ fx1; . . . ; xng; where xi 2 Rd ; i ¼ 1; . . . ; n:

The subject of cluster analysis is the partition of the set X into a given number q of overlapping or disjoint
subsets Ci, i = 1,. . .,q, with respect to predefined criteria such that
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X ¼
[q
i¼1

Ci:

The sets Ci, i = 1, . . . ,q, are called clusters. The clustering problem is said to be hard clustering if every data
point belongs to one and only one cluster. Unlike hard clustering in the fuzzy clustering problem the clusters
are allowed to overlap and instances have degrees of appearance in each cluster. In this paper we will exclu-
sively consider the hard unconstrained clustering problem, that is we additionally assume that

Ci \ Ck ¼ ;; 8i; k ¼ 1; . . . ; q; i 6¼ k;

and no constraints are imposed on the clusters Ci, i = 1, . . . ,q. Thus every point x2X is contained in exactly
one and only one set Ci.

Each cluster Ci can be identified by its center (or centroid). Then the clustering problem can be reduced
to the following optimization problem (see [7,8,38]):

minimize uðC; aÞ ¼ 1

n

Xq

i¼1

X
x2Ci

kai � xk2

subject to C 2 C; a ¼ ða1; . . . ; aqÞ 2 Rd�q;

ð1Þ

where k Æk denotes the Euclidean norm, C = {C1, . . . ,Cq} is a set of clusters, C is a set of all possible q-par-
titions of the set X, ai is the center of the cluster Ci, i = 1, . . . ,q,

ai ¼ 1

jCij
X
x2Ci

x;

and jCij is a cardinality of the set Ci, i = 1, . . . ,q. The problem (1) is also known as the minimum sum-of-
squares clustering. The combinatorial formulation (1) of the minimum sum-of-squares clustering is not suit-
able for direct application of mathematical programming techniques. The problem (1) can be rewritten as
the following mathematical programming problem:

minimize wða;wÞ ¼ 1

n

Xn

i¼1

Xq

j¼1

wijkaj � xik2

subject to
Xq

j¼1

wij ¼ 1; i ¼ 1; . . . ; n;

ð2Þ

and

wij 2 f0; 1g; i ¼ 1; . . . ; n; j ¼ 1; . . . ; q:

Here

aj ¼
Pn

i¼1wijxjPn
i¼1wij

; j ¼ 1; . . . ; q;

and wij is the association weight of pattern xi with cluster j (to be found), given by

wij ¼
1 if pattern i is allocated to cluster j 8i ¼ 1; . . . ; n; j ¼ 1; . . . ; q;

0 otherwise;

�

w is an n · q matrix.
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