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Abstract The aim of sentiment classification is to efficiently identify the emotions expressed in the

form of text messages. Machine learning methods for sentiment classification have been extensively

studied, due to their predominant classification performance. Recent studies suggest that ensemble

based machine learning methods provide better performance in classification. Artificial neural net-

works (ANNs) are rarely being investigated in the literature of sentiment classification. This paper

compares neural network based sentiment classification methods (back propagation neural network

(BPN), probabilistic neural network (PNN) & homogeneous ensemble of PNN (HEN)) using vary-

ing levels of word granularity as features for feature level sentiment classification. They are vali-

dated using a dataset of product reviews collected from the Amazon reviews website. An

empirical analysis is done to compare results of ANN based methods with two statistical individual

methods. The methods are evaluated using five different quality measures and results show that the

homogeneous ensemble of the neural network method provides better performance. Among the two

neural network approaches used, probabilistic neural networks (PNNs) outperform in classifying

the sentiment of the product reviews. The integration of neural network based sentiment classifica-

tion methods with principal component analysis (PCA) as a feature reduction technique provides

superior performance in terms of training time also.
� 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is

an open access article under theCCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Sentiment analysis is an interdisciplinary area which comprises

of natural language processing, text analysis and computational
linguistics to identify the text sentiment. Web has been a rapidly
growing platform for online users to express their sentiment and

emotion in the form of text messages. As the opinionated texts
are often too many for people to wade through to make a deci-
sion, an automatic sentiment classification method is necessary
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to classify text messages into different sentiment orientation
categories (e.g. positive/negative). Researchers explored various
interesting approaches on the development of sentiment classi-

fication models for the classification of review sentiments, but
work is still in progress. Many researchers investigated using
various machine learning methods on English text sentiment

classification (Prabowo and Thelwall, 2009; Chaovalit and
Zhou, 2005; Turney, 2002; Pang et al., 2002) and a few studies
on Chinese text sentiment classification (Ye et al., 2005, 2009;

Wang et al., 2007; Tan and Zhang, 2008).
Neural networks have seen a rapid growth over the years,

and are being applied successfully in various application
domains for the classification problems. But the state of the

art technique for neural network based text sentiment classifi-
cation are found to be rare from the literature (Zhu et al.,
2010; Chen et al., 2011; Sharma and Dey, 2012; Moraes

et al., 2013). In recent years, there has been a growing interest
in using ensemble learning techniques, which combine the out-
puts of several base classification techniques to enhance classi-

fication accuracy. However, compared with other research
domains, related work about neural network based ensemble
methods contributing to sentiment classification are still lim-

ited and more extensive experimental work is needed in this
area (Wilson et al., 2006; Tsutsumi et al., 2007; Abbasi et al.,
2008; Lu and Tsou, 2010; Whitehead and Yaeger, 2010; Xia
et al., 2011; Su et al., 2013; Li et al., 2012). To fill this research

gap, this paper makes a comparative study of the effectiveness
of neural network based ensemble learning for sentiment clas-
sification. Feature selection is a crucial problem in the text

classification. The aim of feature selection methods is to reduce
the original feature set by removing irrelevant features for sen-
timent classification in order to improve accuracy of classifica-

tion models (Wang et al., 2007; Tan and Zhang, 2008; Ahmed
et al., 2008). PCA is used in this study in order to extract math-
ematically the most common features in all the models.

In this study, three different neural network models such as
PNN, BPN and a homogeneous ensemble of PNN (HEN) are
compared. The investigation is carried out for predicting the
sentiment of product reviews with product attributes as fea-

tures. Results of the evaluation of three different ANN based
models are compared with that of the two different statistical
methods (support vector machine and linear discriminant anal-

ysis) by computing five different quality attributes. Further, to
analyze the relationship more clearly three different feature
vector models are developed in each method. Model I is cre-

ated using only unigram features. Model II is created using
unigram and bigram features. Model III is obtained using uni-
gram, bigram and trigram features.

1.1. Motivation and contribution

Existing works on the effectiveness of neural network based
classification methods have been mainly conducted on text

based topic classification (Ghiassi et al., 2012). There is lack
of a comparative study on the effectiveness of neural networks
based methods in text sentiment classification. The emerging

interest and importance of text sentiment classification in the
real world applications, motivates us to perform a comparative
study of neural network based methods in sentiment classifica-

tion. This study will greatly benefit application developers as
well as researchers in the areas related to sentiment analysis.

Specifically, in this paper, we study the effectiveness of the
neural networks based methods in sentiment classification as
the interest of this study for three reasons.

� First, neural network based models has been very success-
fully applied to text classification and many other super-

vised learning tasks (Ur-Rahman and Harding, 2012;
Ghiassi et al., 2012).

� The deep architectures of neural networks with layers (hid-

den) represents intelligent behavior more efficiently than
‘‘shallow architectures” like support vector machines
(SVMs).

� The major features of neural networks such as adaptive

learning, parallelism, fault tolerance, and generalization
provide superior performance.

In spite of the above mentioned features of neural network
methods, a few of the present research work on sentiment clas-
sification addressed the importance of integrating classification

results provided by multiple classifiers (Xia et al., 2011). In
addition, not much investigation has been carried out in senti-
ment classification to evaluate the benefits of combining neural

network algorithms in order to increase the accuracy. More-
over, most existing studies in sentiment classification used
the traditional measures for performance evaluation. A recent
study (Kanmani et al., 2007), however, showed that various

quality measures can be proposed to evaluate the accuracy
of classification models in another domain like software fault
prediction. This further motivates this study to evaluate the

various performance evaluation metrics.
This work distinguishes itself from existing works in the fol-

lowing ways: In this work, probabilistic neural network and an

ensemble of PNN are used for sentiment prediction which is
not considered so far in sentiment analysis literature. This
paper also provides a comparative study of existing neural net-

work methods for sentiment classification through extensive
experiments on a review dataset. Though proposing new tech-
niques for sentiment prediction is not the main focus, we devel-
oped a homogeneous ensemble of PNN for classification which

is not done so far in sentiment classification literature (Xia
et al., 2013). Most of the earlier studies used various feature
reduction methods but we attempted to use a hybrid combina-

tion of PCA and neural network (Cambria et al., 2013). In
order to evaluate the prediction models in addition to tradi-
tional measures, five different quality parameters are used to

capture the various quality aspects of the classification model.
Training time is measured to show the superiority of feature
reduction with the neural network based approach.

This paper outline follows the paper model of Kanmani

et al. (2007). Section 2 is for the methodology used to develop
the models. The data source used is reported in Section 3. The
methods used to model the classification are introduced in Sec-

tion 4. Section 5 lists out the various evaluation measures used.
The findings from the experiments are discussed in Section 6.
Section 7 describes the related work and Section 8 concludes

the work done and proposes future works.

2. Model methodology

The methodology of the work is summarized below for
developing and validating the classification models.
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