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Abstract Sentiment mining is a field of text mining to determine the attitude of people about a par-

ticular product, topic, politician in newsgroup posts, review sites, comments on facebook posts twit-

ter, etc. There are many issues involved in opinion mining. One important issue is that opinions

could be in different languages (English, Urdu, Arabic, etc.). To tackle each language according

to its orientation is a challenging task. Most of the research work in sentiment mining has been done

in English language. Currently, limited research is being carried out on sentiment classification of

other languages like Arabic, Italian, Urdu and Hindi. In this paper, three classification models

are used for text classification using Waikato Environment for Knowledge Analysis (WEKA).

Opinions written in Roman-Urdu and English are extracted from a blog. These extracted opinions

are documented in text files to prepare a training dataset containing 150 positive and 150 negative

opinions, as labeled examples. Testing data set is supplied to three different models and the results

in each case are analyzed. The results show that Naı̈ve Bayesian outperformed Decision Tree and

KNN in terms of more accuracy, precision, recall and F-measure.
� 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is

an open access article under theCCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Due to extensive use of computers, smartphones and high

speed internet, people are now using web for social contacts,
business correspondence, e-marketing, e-commerce, e-surveys,
etc. People share their ideas, suggestions, comments and

opinions about a particular product, service, political entity
and current affairs. There are so many user-generated opinions
available on the web. From all those opinions, it is difficult to
judge the number of positive and negative opinions

(Khushboo et al., 2012). It makes it difficult for people to take
the right decision about purchasing a particular product. On the
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other hand, it is also difficult for manufacturers or service pro-
viders to keep the track of the public opinions about their prod-
ucts or service and to manage the opinions. Similarly, an analyst

wants to conduct a survey to get feedback of public on a specific
topic. He/She will post the topic on a blog to analyze the senti-
ment of people about that topic. There will be so many opinions

on that post. For all these opinions, it will be difficult to know
how many opinions are positive and negative. So a computer
machine may be trained to take such decisions in a quick and

accurate manner.
The important thing in opinion mining is to extract and

analyze the feedback of people in order to discover their senti-
ments. Growing availability of opinion-rich resources like

online blogs, social media, review sites; raised new opportuni-
ties and challenges (Pang and Lee, 2008). People now can
actively use information technologies to search the opinions

of others.
There are many issues involved in opinion mining. The first

is some words in opinion are representing a positive sense in

one situation and negative in the other. For example consider
an opinion ‘‘the size of this mobile is small”. Here the word
small comes in positive sense. On other hand, consider another

opinion, ‘‘The battery time of this mobile is small”. Here the
word small is interpreted negatively (Rashid et al., 2013).
Another issue in opinion mining is that most of the text pro-
cessing system depends on the fact that a small difference in

two sentences does not change the meaning very much. In sen-
timent analysis, the text ‘‘the movie was great” is different
from ‘‘the movie was not great”. People may have contradic-

tion in their statements. Most of the reviews have both positive
and negative comments, which is a bit manageable by analyz-
ing sentences one at a time. However in more informal medium

like facebook, twitter and blogs, lack of context makes it diffi-
cult for the people to understand what someone thought based
on a short piece of text. One important issue in opinion mining

is that product reviews, comments and feedback could be in
different languages (English, Urdu, Arabic, etc.), therefore to
tackle each language according to its orientation is a challeng-
ing task (Rashid et al., 2013).

Most of the research work in sentiment mining has been
done in English and Chinese languages. Currently, limited
research is conducted on sentiment classification for other lan-

guages like Arabic, Italian, Urdu and Hindi, etc. Urdu is an
Indo-Aryan language which uses extended Persian and Arabic
script. Roman script for Urdu does not have any standard for

the spelling of the word. A word can be written in different
forms with different spellings not only by distinct people but
also by the same person at different occasions. Specially, there
is no one to one mapping between Urdu letters for vowel

sounds and the corresponding roman letters (Ahmed, 2009).
There is no major difference in the pronunciation of Urdu
and Hindi, therefore the roman version of Urdu and Hindi

are written almost the same. Hence, this research is conducted
in Roman Urdu and could be applicable in Roman Hindi.
These are the most spoken languages in Pakistan, India,

Bangladesh and among the people of these areas living in dif-
ferent parts of the world.

Previous work (Daud et al., 2014) conducted Roman Urdu

opinion mining by using the key matching method. Adjectives
of the opinions were matched with a manually designed dic-
tionary to find polarity of that opinion. It was found that
the accuracy of that work was low because the adjective alone

cannot determine the polarity of an opinion. For example,
consider a comment ‘‘I really like Iphone” here adjective is
Like which has positive sense but on the other hand, consider

another comment ‘‘I didn’t like Iphone” here adjective is again
Like which gives a positive sense but the comment interprets
negative sentiments about Iphone. So it shows that all words

of the opinions are equally important to indicate a comment
either positive or negative. Thus the proposed model will use
Bag of Words Model and three different classification tech-

niques to improve the accuracy of Roman-Urdu sentiment
classification.

The objectives of this research are to mine the polarity of
public opinions written in Roman-Urdu with blend of English

and Urdu extracted from a blog, to train the machine using a
training data set, and to build Naı̈ve Bayesian, Decision Tree
and KNN classification models and to predict the polarity of

new opinions by using these classification models.
This paper is organized into five sections. In the first and

second sections the introduction and previous related work is

briefly described. In the third section, the methodology
adopted to perform different experiments is explained. In the
fourth section, calculation and evaluation of experiments are

performed to get various results and discussion on these results
is conducted. In the last section, certain conclusions are drawn
on the basis of outcomes.

2. Related work

In 2015, Daud et al. proposed a system called Roman Urdu
Opinion Mining System (RUoMiS) which uses natural lan-

guage processing technique to find the polarity of the opinion.
In this study, the adjectives in the opinions were compared
with a manually designed dictionary to find the polarity of

the opinions. The results of the experiment were recorded with
a precision of 27.1%, however, RUoMiS categorized about
21.1% opinions falsely. In 2014, Kaur et al. used a hybrid tech-

nique for Punjabi text classification (Kaur et al., 2014). In this
research the combination of Naı̈ve Bayesian and N-gram tech-
niques were used. The features of the N-gram model were

extracted and then used as training dataset to train Naı̈ve
Bayes. The model was then tested by supplying testing data.
It was found that by comparing results from already existing
methods, the accuracy of the proposed method was effective.

Ashari et al. in 2013, used Naı̈ve Bayes, Decision Tree, and
k-Nearest Neighbor in searching for the alternative design by
using WEKA as a data mining tool and developed three clas-

sification models (Ashari et al., 2013). Their experiments
showed that the Decision Tree is fastest and KNN is the slow-
est classification technique. The reason they mentioned is that,

in the Decision Tree, there is no calculation involved. The clas-
sification by following the tree rules is faster than the ones that
need calculation in the Naı̈ve Bayes and KNN. Moreover,
KNN is the slowest classifier because the classification time

is directly related to the number of data. If the data size is big-
ger, larger distance calculation must be performed and this
makes KNN extremely slow. They concluded that Naive Bayes

outperformed Decision Tree and KNN in terms of accuracy,
precision, recall and F-measure. Jebaseeli and Kirubakaran
in 2012 investigated the use of three classifiers namely Naı̈ve

Bayes, KNN and random forest for prediction of opinions
as positive or negative about the M learning system for the
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