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Abstract 

A short text feature extension method based on frequent term sets is proposed to overcome the drawbacks of the vector 
space model (VSM) on representing short text content. After defining the co-occurring and class orientation relations 
between terms, frequent term sets with identical class orientation are generated by calculating the support and confidence of 
word sets, and then taken as the background knowledge for short text feature extension. For each single term of the short 
text, the term sets containing this term are retrieved in the background knowledge and added into the original term vector as
the feature extension. The experimental results on Sougou corpus show that the support and confidence have great impact 
on the scale of the background knowledge, but excessive extension also has redundancy and cannot obtain further 
improvement. The background knowledge based on frequent term sets is an effective way for feature extension. When the 
number of the training documents is limited, these extended features can greatly improve the classification results of SVM. 
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1. Main text  

Text representation which refers to converting text content to a certain format for computer to process is a
fundamental problem in text mining. The most popular text representation method in present is Vector Space 
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Model (VSM) [1]. In VSM, text contents are treated as Bag of Words (BOW), which ignores the associations 
of text features as well as the context and grammar structure. In recent years, following the emerging internet 
media such as social network and micro-blog, short text becomes an important type of text content online. 
Since the terms are rare in short text, it is weak for describing specific information, which aggravates the limits 
of VSM. To solve this problem, one of the method is to extend the text features to include more semantic, 
context and associations, using text mining technologies such as natural language processing, background 
knowledge and frequent item set mining. 

Feature extension based on natural language processing is to use language models, grammar and syntax 
analysis to construct complex feature units [2-4]. Feature extension based on background knowledge tries to 
obtain more semantic information by retrieve the term in search engines [5,6], Wikipedia [7,8] or other outer 
resources. Frequent item set  is a concept in association rule mining, and it also means frequent term set in text 
mining. It has been applied in text mining [9] because frequent term set reflect the associations of terms which 
involve more context and semantic information than single words. Cheng [10] analyzed frequent term sets for 
text categorization and proposed a frequent term sets selection method using multi-restraint metrics such as 
relevancy, coverage and redundancy.  Ahone [11] firstly discussed the maximum frequent sequence (MFS) 
mining algorithm to avoid the duplication problem between each term set. Hernández [12] use MFS for text 
representation and each MFS corresponds to a text feature in the text vector space. A text clustering algorithm 
is then applied on this feature space. 

This paper aims to improve short text representation in vector space model for short text categorization. A 
feature extension method based on background knowledge using frequent term sets is presented. Firstly, we 
define the co-occurring and class orientation relation of terms.  Double term sets with co-occurring relation and 
identical class orientation relation are extracted from long text content to build the background knowledge. 
Then the original features are extended by the background knowledge and new features are added into the new 
feature space on which the SVM classifier is trained. Finally, experimental evaluation on real text data is 
conducted. 

2. Feature extension based on background knowledge 

Short text on Internet include multiple forms such as search key word, web review, micro-blog and news 
title. In this paper, we mainly focus on news title which appears frequently on social network feeds and shares, 
and the background knowledge are extracted from news content.  The procedures involve: (1) text pre-
processing, such as stemming and word segmentation; (2) mining double term sets to build the background 
knowledge; (3) feature extension using background knowledge and SVM classifier training; (4) feature 
extension on test data and evaluation of classification result. 

2.1. Background knowledge based on frequent term sets 

Background knowledge are extracted from full content of document set D={d1, d2, …, dn} which is relevant 
to the short text. In document set D, term set T={t1, t2, .., tk} is the collection of k terms, and C={c1, c2 , …, cm} 
is the collection of class labels. 

To select valuable frequent term sets, we consider the following restraints: 
Definition 1 (Support): The support of term set T is the number of documents which contain T dividing the 

number of all the documents in data set , formulated as ( ) ( ) / ( )Tsup T Count D Count D . DT is the number of 
documents which contain T and ( )TCount D is the number of documents in DT and ( )Count D is the number of 
documents in D. 

Definition 2 (Confidence): The confidence of association rule t c is conf(t,c), which means the  number 
of documents containing t in class c  dividing the number of all documents involving t, formulated as 
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