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a  b  s  t  r  a  c  t

The  foundation  of energy  saving  is  knowing  the real  status  of building  energy  consumption.  For  various
kinds  and a great  number  of  building  energy  consumption  data,  the  fuzzy  theory  is applied  for  sampling.
It  would  make  data  representational.  Firstly,  a  fuzzy  clustering  method  is  used  to  classify  the  data  set
and  then  the  samples  are  extracted  from  the  subclass.  A  modified  clustering  algorithm  based  on entropy
weight  method  is  proposed.  It  can determine  the  number  of  the classification  of  data  set.  The  simulation
results  indicate  that  the new  method  can directly  determine  the  optimal  sample  size.  This  method  is
suitably  applied  for dynamic  energy  consumption  data  and  is  more  accurate  compared  with  the  statistical
method.

© 2017  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Building energy consumption has been gradually derived and
also sparked attention. It comprises 40% of total energy use and
has been increasing demand for energy continuously during the
last three decades in China [1]. It is an important topic to decrease
the energy consumption. Building energy consumption monitor-
ing platform (BECMP) is an innovative energy-saving technology
[2–7]. It collects and analyzes energy consumption data in order to
increase the energy utilization efficiency.

With the operation of data acquisition in the BECMP, a lot of
same or similar data are accumulated. How to select samples from
a lot of data and how many samples shall be taken are the prob-
lems to be solved immediately. The capacity of the samples shall
be grasped. If the capacity n is too small, the problem estimation is
not accurate and the problem checking will be not reliable; if the
capacity is larger, it will cause the waster of manpower and mate-
rial resources. Many scholars have investigated China’s building
energy consumption [8–30], and they analyzed the data basically
by using the method of statistics. As to the sampling, the assump-
tion of selection is subject to the random distribution. This method
is not scientific. There is a great difference in the number of sam-
ples, from several, dozens to hundreds, which shows that scholars
have a quite diverse view on a reasonable number of samples to
be taken for residential energy consumption survey. Moreover, the
data analyzed are fixed; corresponding to the different areas, sea-
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sons, building types, operation conditions of energy consumption
and statistical items of energy consumption (dynamic data), the
method used by them is basically not applicable anymore.

In this paper, sampling for building energy consumption with
fuzzy methods are proposed for the first time. A modified clustering
algorithm is introduced, which can classify the energy consumption
data. After that, it can determine sample size in every subclass by
using the statistical theory. Finally, samples in each classification
will be merged to obtain a new sample set. This algorithm is simple
and effective. The simulation results show that this method solved
the sampling problem for building energy consumption.

The rest of the paper is organized as follows. In Section 1, an
improved clustering algorithm is presented to amend the weakness
of fuzzy C-means clustering (FCM) algorithm. In Section 2, sampling
theory is described to determine the sampling capacity. In Section
3, two applications of the fuzzy method are described. In Section 4,
the paper is concluded.

2. Modified fuzzy clustering algorithm

Generally, the input data is the vector with diverse dimen-
sionality, and the data in each dimensionality will make different
contribution to influence the result. For example, the temperature
of an air-conditioned room is mainly influenced by the outdoor
temperature, the temperature of cool air input in the room and a
load of persons. The changes of input data will make diverse effects
on the final temperature, and every dimensionality of input vector
has dissimilar weights.
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2.1. Information entropy

Entropy was introduced into the information theory by C.E.
Shannon and has been widely used in engineering technology at
present [32,33]. The basic idea of entropy weight method is to
determine the objective weight according to the variance degree
of an index. Generally, the smaller the entropyEjin the index is, the
greater the variance degree of the index is and the more the infor-
mation provided is, thus the greater the effect on comprehensive
assessment is and the higher the weight is. On the contrary, the
bigger the entropyEjin an index is, the smaller the variance degree
of the index is and the fewer the information provided is, thus the
smaller the effect on comprehensive assessment is and the lower
the weight is.

2.2. Method of entropy weight

2.2.1. Data standardization
The standardized processing is conducted for the data of each

index. Assume that k indexes X1, X2, ..., Xk are given, where Xi = {x1,
x2, ..., xn}. If the values after the standardized processing of each

index are Y1, Y2, ..., Yk, then Yij = xij−min{Xi}
max(Xi)−min(Xi)

.

2.2.2. Obtain the information entropy of each index [34,35]
According to the definition of entropy, the entropy of one set of

data is Ej = − ln (n)−1
n∑
i=1

pij ln pij , where pij = Yij/

n∑
i=1

Yij .

2.2.3. Determine the weight of each index
According to the computational formula of entropy, the entropy

of each index is figured out as E1, E2, ...Ek. Compute the weight of
each index by information entropy:

wi =
1 − Ei

k −
∑

Ei

(i = 1, 2, ..., k) (1)

Assume that n samples in the domain U are taken as one subset X

X = {x1, x2, ..., xn}
where

xn = (xn1, xn2, ..., xnm) (2)

then

X =

⎡
⎢⎢⎢⎢⎣
x11 x12 · · · x1m

x21 x22 · · · x2m

...
...

...
...

xn1 xn2 · · · xnm

⎤
⎥⎥⎥⎥⎦
n×m

(3)

wjis the weight of the factor of the attribute in jth column.
(j = 1, 2, ...m)

2.3. Fuzzy C-means clustering algorithm

FCM is the solving of the extreme value of following objective
function [36]:

Jm =
N∑
i=1

K∑
j=1

umij ‖xi − cj‖
2

(4)

Wherexi (i = 1, ..., N)is clustering input data set,cj (j = 1, ..., K)is
the center of every clustering, uijis a membership function and m is

the weighting index describing the classification. The membership
function meets

K∑
j=1

uij = 1, 0 ≤ uij ≤ 1, ∀i, j (5)

Update the membership function and cluster center in every itera-
tion

uij = ‖xi − cj‖
−2
m−1

K∑
k=1

‖xi − ck‖
−2
m−1

(6)

cj =

N∑
i=1

um
ij
xi

N∑
i=1

um
ij

(7)

After the initialization of the cluster center, the membership
function and center will be updated in every iteration until the
change of objective function is lower than a preset threshold.

2.4. Modified FCM based on information entropy

A clustering algorithm on the base of information entropy is
put forward to solve the sensitive problem of FCM on the initial
number of clusters in Literature [31]. The main idea is to determine
the number of clusters by combining the clustering and taking the
degree of membership as the basis of entropy computation.

uij is fuzzy membership function that represented the degree of
a random sample i belonging to jth cluster. uij is a matrix, and the
weight wj of data in every column can be obtained in accordance
with the method of entropy weight. On the basis of Literature [31],
the paper adds the computation weight wj to the column vector
of fuzzy membership matrix uijto further optimize the clustering
algorithm. The specific method is as follows:

1) The number range of cluster [Cmin, Cmax] shall be determined
by user.

2) During the process of the number of clusters increasing from
Cminto Cmax, one membership matrix (k ∈ [Cmin, Cmax]) will be
generated for one corresponding number of clusters k. Each mem-
bership matrix has corresponding entropyHk(x). If the row value of
such membership matrix is set as the serial number of data point
i, and the column value is set as the class number of cluster j, then

Hk(x) =
n∑
i=1

Hki(x), where Hki(x) is the entropy of every data point

in cluster affiliation, Hki(x) = −
k∑
j=1

wjuijlog2uij.

3) The construction of the membership matrix shall be iterated
constantly. The iteration will adjust the classification of all data
points simultaneously and modify the cluster center and enter the
next iteration. When the data point affiliation caused by two adja-
cent iterations does not change anymore, Hk(x) shall be calculated.

4) When k is increased from Cmin to Cmax, the number of Hk(x)
generated is Cmax − Cmin. The number of clusters k corresponding
to the minimum Hk(x) is selected as the final number of clusters C.

5) Finally, the clustering result is obtained by FCM.
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