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a b s t r a c t

Critical probability estimation is of major interest in safety and reliability applications. In
this article, we focus on a black-box model with multidimensional random input X and one
random output Y. We consider the estimation of probability P that Y exceeds a threshold S.
We assume that the random input X follows a multidimensional parametric density with
parameters d and thus the probability P will depend on the values of d. In this paper, we
analyze the sensitivity of the critical probability P to the model parameters d. We propose
a methodology that estimates Sobol indices with low computation cost. This strategy
enables us to determine which statistical parameters have a great influence on the value
of the probability and require a valuable determination. The last part of this article applies
the proposed technique on a realistic case of missile collateral damage estimation.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Simulation and computing take a larger part in the dimensioning of real systems. In this article, we focus on rare failure
probability estimation of a black-box model. This estimation is performed with Monte Carlo simulations or with more
adapted techniques like importance sampling or importance splitting. These algorithms assume that the input PDF (proba-
bility density function) parameters (such as the mean and the variance in the case of Gaussian input density) are perfectly
known and well-determined. It is of course not always the case in realistic situations. In this article, we propose to analyze
the influence of the uncertainty of input density parameters on a failure probability estimation. It is an original and impor-
tant issue in reliability and safety since it is often of major interest to determine which input density parameters have to be
well estimated in order to not bias the probability estimation. Similar approaches have been proposed in the case of local
sensitivity method with importance splitting [1–3], extreme value theory [4,5], fault tree [6,7] or probability bounding [8,9].

For that purpose, we propose a method to estimate Sobol indices of the input PDF parameters that characterizes their
influence on the rare event probability. Even if rare event estimation and global sensitivity method are generally well-
known, their combined use in this article is not very developed in the scientific literature [10,11]. The main difficulty of sen-
sitivity analysis methods is the high required number of samples generated with the simulation code in order to obtain an
accurate estimation. The approach proposed in this article requires some samples to estimate the failure probability for a set
of input density parameters. Then, the sensitivity analysis does not need the generation of new samples which is another
innovative aspect of this article.

In this article, we describe the problem statement and propose a three stage methodology to analyze the sensitivity of a
rare probability estimation to the uncertainty of input density parameters. Sobol indices of each input density parameter are
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then determined to rank their different influences. The last part of the article concerns the application of this approach on
missile collateral damage probability estimation.

2. Problem statement

In this section, we propose to analyze the general context of the proposed study. We consider a black-box system / mod-
eled by a continuous scalar function / : Rd ! R. The input of this function is a d-dimensional random variable
X = (X(1),X(2), . . . ,X(d)) that follows a probability density function f and the output is defined by the variable Y such as Y = /
(X). Each random variable X(i) follows a PDF fi(di) with di, a set of PDF parameters. The PDF parameter di is for instance the
variance of a Gaussian PDF. Without any lack of generality, we will suppose to simplify the notation in the following that
each input PDF only depends on one parameter.

In this paper, we focus on the estimation of a failure probability P(/(X) > S) = P with S a threshold. A simple way to esti-
mate this probability is to consider Monte Carlo methods [12–16]. For that purpose, one generates independent and iden-
tically distributed samples X1, . . ., XN from the PDF f and then estimates the probability with

PMC ¼ 1
N

XN

i¼1

1/ðXiÞ>S ð1Þ

where 1/ðXiÞ>S is equal to 1 if /(Xi) > S and 0 otherwise. When S has a high value, the probability is low and cannot be accu-
rately estimated with Monte Carlo. The estimate relative deviation is indeed too important in this case. Alternative methods
such as importance sampling (IS) method [17–25] or importance splitting (ISp) [26–29] can be used.

In many situations, the PDF model and its parameters are uncertain but are assumed constant to simplify the problem. This
situation is of course not realistic. In this paper, we assume that the PDF of parameter di is defined by gi. The PDF gi can be for
instance a uniform random variable on the interval [hdii � ci, hdii + ci] where hdii is the mean parameter of di and where ci is
experimentally determined or also a Gaussian PDF with mean parameter hdii and a variance parameter vi. This uncertainty
has an influence on the probability estimation and consequently the probability P depends on the value of d1, d2, . . ., dd.

Nevertheless, in order to estimate Sobol indices of d1, d2, . . ., dd, all these parameters have to be independent. It is indeed a
sine qua none condition for Sobol indice estimation. This is of course a limit of the proposed approach since it is not always
true for every kind of densities. As in every application of Sobol indices, it is thus necessary to be careful that this indepen-
dence assumption is valid, otherwise Sobol indice estimations are not valuable. Contrary to the usual application of Sobol
indices, the X(i) components are not required to be independent but have to be described by PDF with independent
parameters.

In this paper, we propose a methodology to study the influence of (d1,d2, . . . ,dd) on the probability P with a low compu-
tation cost.

3. Sensitivity analysis of model parameters on a failure probability

It consists in analyzing the influence of the input PDF parameters di on the value of the probability P. The proposed strat-
egy is the following:

� Determine an efficient sampling density h to estimate P for a fixed value of (d1,d2, . . . ,dd). One can notably choose that
(d1,d2, . . . ,dd) = (hd1i,hd2i, . . . , hddi). hopt is theoretically defined with:

hopt ¼
1/ðXÞ>Sf ðXÞ

Pðhd1i; hd2i; . . . ; hddiÞ
ð2Þ

The PDF hopt cannot be derived since it depends on the unknown probability P. Nevertheless rare event methods enable to
generate samples according to efficient sampling PDF h that approximates the PDF hopt. The more h is close to hopt, the
more efficient is the rare event algorithm. At the end of this stage, we can obtain a set of N samples X1, . . ., XN generated
from h and estimate the probability bPðhd1i; hd2i; . . . ; hddiÞ.
� Estimate the probability depending on the value of the model parameters di with importance sampling thanks to the fol-

lowing equation:

bPðd1; . . . ; ddÞ ¼
1
N

XN

i¼1

1/ðXiÞ>S
fd1 ;...;dd

ðXiÞ
hðXiÞ

ð3Þ

where the term fd1 ;...;dd
means that f depends on d1, . . ., dd. One has thus determined a direct link between probability esti-

mate bP and model parameters d1, . . ., dd.
� Make a sensitivity analysis with, for instance, Sobol indices to determine which density parameters are the most influ-

ential on the value of bP . If the variation of a model parameter di gives a large variation of the value bP , then bP is very sen-
sitive to di. A ranking of the different input density parameters can then be obtained and one can determine which input
density parameters have to be accurately estimated to have confidence in the model.

These stages are analyzed in detail in the following of the article.
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