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a b s t r a c t

This study compares geostatistical interpolation and stochastic simulation approaches for the estimation
of daily global solar radiation (GSR) on a horizontal surface in order to fill in missing values and to extend
short record length of a meteorological station. A guideline to select an approach is suggested based on
this comparison. Three geostatistical interpolation models are developed using the nearest neighbor
(NN), inverse distance weighted (IDW), and ordinary kriging (OK) schemes. Three stochastic simulation
models are also developed using the artificial neural network (ANN) method with daily temperature
(ANN(T)), relative humidity (ANN(H)), and both (ANN(TH)) variables as predictors. The six models are
compared at 13 meteorological stations located across southern Quebec, Canada. The three geostatistical
interpolation models yield better performances at stations located in a high density area of GSR
measuring stations compared to the three stochastic simulation models. The guideline suggests an
optimal approach by comparing a threshold distance, estimated according to a performance criteria of a
stochastic simulation model, to the distance between a target and its nearest neighboring station.
Additionally, the spatial correlation strength of daily GSRs and the at-site correlation strength between
daily GSRs and the predictor variables should be considered.

© 2016 Published by Elsevier Ltd.

1. Introduction

Global solar radiation (GSR) on a horizontal surface of the earth
is an important variable for many analyses involving agricultural
and plant growth, air and water temperatures, environmental and
biological risk, and solar electric generation. However, instruments
measuring solar irradiation (i.e., Kipp or Eppley pyranometers) are
relatively expensive and difficult to manage [1], compared to those
of common meteorological variables such as air temperature, pre-
cipitation, and relative humidity. Therefore, meteorological stations
for GSR are generally less abundant than those for the common
meteorological variables. Furthermore, observed GSR datasets are
usually short timeseries and have large gaps of missing values.

Geostatistical interpolation approaches can be adopted to fill in

missing values and to extend short record length of the GSR at a
station using observed GSR data on the other stations located near
the desired station. Kriging [2e7], nearest neighbor [4], and inverse
distance weighted average [5,8,9] approaches have been applied
frequently for the spatial interpolation.

At-site physical and statistical approaches can also be used for
GSR simulations. Physical models (e.g. [10e12]) use complex
physical interactions between the GSR and the terrestrial atmo-
sphere, such as the Rayleigh scattering, radiative absorption by
ozone and water vapour and aerosol extinction. Stochastic simu-
lation models (e.g. [13e20]) use empirical relationships between
GSR and meteorological covariables such as sunshine hours, tem-
perature, and relative humidity at a desired station. This study
considers stochastic simulationmodels as they are relatively simple
to develop and require fewer input variables compared to physical
models [16,17]. Although linear and non-linear regressions as well
as artificial neural networks (ANNs) can be employed to drive
empirical relationships between the common meteorological var-
iables and the GSR, many studies [16e18,20e22] have shown the
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superiority of ANN approaches to regression-based approaches.
Sunshine duration, one of the most explanatory variables for

GSR simulation [18,21,23], has not been recorded at most meteo-
rological stations in Canada since 1999 due to its difficulty of
measurement [1]. Temperature [13e15,17e19,24e28] and relative
humidity [18,21] are alternative covariables although they have
weaker correlation with GSR compared to sunshine duration [18].

Geostatistical interpolation and statistical simulation ap-
proaches for GSR estimation have been applied separately in many
studies, however, they have been rarely compared in an application
study. Therefore, this study compares geostatistical interpolation
and statistical simulation approaches to fill in missing values and to
extend short record length of daily GSR timeseries. The spatial
interpolation approaches considered include the nearest neighbor,
the inverse distance weighted, and the ordinary kriging methods.
The stochastic simulation models include three ANN-based models
with daily temperature and/or daily relative humidity as input
variables. The six models are applied at 13 meteorological stations
located across southern Quebec (45.1e50.3 �N and 64.2e79.0 �W),
Canada. Furthermore, a guideline to choose an approach between
the geostatistical interpolation and the statistical simulation ap-
proaches is provided for the estimation of daily GSR on the study
area.

2. Methodologies

2.1. Geostatistical interpolation models

Three geostatistical interpolation models are developed based
on nearest neighbor (NN), inverse distance weighted (IDW), and
ordinary kriging (OK) schemes for daily GSR. The NN model em-
ploys the simplest algorithm among the three models. This model
selects the value of the nearest station to the location of interest
and does not consider the other values of neighboring stations in
order to yield a piecewise-constant interpolation map.

The IDW interpolation algorithm adopts the assumption that
the interpolation value at a location of interest is inversely pro-
portional to the distances of nearby stations. The interpolation
value of the model is a weighted average of the values of multiple
stations and the weight assigned to each nearby station diminishes
as the distance from the interpolation point to that station in-
creases. The IDWmodel interpolates the daily GSR value R(x0) at an
ungauged location x0 from observations R(xi) at locations x1,…,xn as
follows:

bRðx0Þ ¼ Xn
i¼1

wiRðxiÞ (1)

wi ¼
1=diPn
j¼1 1

�
dj
; i ¼ 1; 2; …; n (2)

where bRðx0Þ is an interpolated value of R(x0) and di represents
distance between R(x0) and R(xi).

Kriging is a geostatistical interpolation technique based on the
linear least square estimation algorithm. Ordinary kriging (OK) is
the most common among many kriging approaches. OK estimates
the best linear unbiased estimator based on a linear model. The
interpolation value of the OK at a location x0 is given by the
following equation:

bRðx0Þ ¼
0@w1

«
wn

1A0T0@Rðx1Þ
«

RðxnÞ

1A (3)

where w1,…,wn are the weights of the OK that fulfill the unbiased
condition
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where m¼E[R(x)] is a Lagrange parameter employed to minimize
the kriging error under the unbias condition, which is assumed to
be an unknown constant in the OK. g(xi, xj) is a variogram function
to calculate the spatial dependency between R(xi) and R(xj). Several
variogram functions are available such as exponential, Gaussian,
and spherical models. In this study, the spherical variogram func-
tion is selected based on trial and error examination. The variogram
is estimated for each day, based on observed daily GSR dataset of
nearby stations. The detail descriptions of variogram models and
ordinary kriging can be found in Refs. [29,30].

To verify the interpolation performances of the three models, a
leave-one-out cross-validation approach is employed. Among the
observations at n stations, GSR values of one of those stations are
interpolated using the observations at the remaining n-1 stations.
This process is repeated for all the observation stations. The inter-

polated bRðxiÞ is then compared to the associated observation R(xi)
at each station in order to evaluate the performance of the inter-
polation models.

2.2. Stochastic simulation models

Three stochastic simulation models are developed to estimate
daily GSR using the ANN approach as a transfer function and daily
maximum and minimum temperatures and/or daily mean relative
humidity as input variables. Feed forward ANNs have been
frequently employed to simulate GSR [16e18,20,21] from the
meteorological input variables. This study also employs a three-
layer feed forward ANN model, which includes an input layer, a
single hidden layer, and an output layer of computation nodes. The
ANN models are trained by the Bayesian regularization back-
propagation (BRBP) algorithm, which is a network training function
that updates the weight and bias values according to the
Levenberg-Marquardt optimization [31]. An important issue in
ANN modelling is the determination of the number of hidden
nodes. Fletcher and Goss [32] suggested that the optimal number of
hidden nodes could be within (2p0.5þ o) ~ (2pþ1), where p and o
are the numbers of independent and dependent variables, respec-
tively. The hyperbolic tangent sigmoid function is employed for the
hidden layer and the linear function is used for the output layer.
Detailed descriptions of these various activation functions are
provided in Ref. [31]. The three ANN models used to simulate daily
GSR series from daily meteorological variables are as follows:

bR ¼ ANNðTmax; Tmin;RaÞ (5)

bR ¼ ANNðH;RaÞ (6)

bR ¼ ANNðTmax; Tmin;H;RaÞ (7)

where Tmax and Tmin are daily maximum and minimum tempera-
tures (�K) and H is daily mean relative humidity in a given day. The
ANN represents the three-layer feed forward ANN trained by the
BRBP algorithm. The Ra is the solar irradiation on a horizontal
surface at the top of the atmosphere, which is a function of latitude
and Julian day of a site. It is calculated by using the standard
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