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a  b  s  t  r  a  c  t

In  this  paper,  we  revisit  the well-studied  problem  of replica  placement  in  tree networks.  Rather  than
minimizing  the  number  of  servers  needed  to  serve  all client  requests,  we  aim  at minimizing  the total
power  consumed  by these  servers.  In addition,  we  use  the  most  general  (and  powerful)  server  assign-
ment  policy,  where  the requests  of  a  client  can be served  by  multiple  servers  located  in  the  (unique)
path  from  this  client  to the  root of the  tree.  We  consider  multi-modal  servers  that  can  operate  at  a  set
of  discrete  speeds,  using  the  dynamic  voltage  and  frequency  scaling  (DVFS)  technique.  The optimization
problem  is  to determine  an  optimal  location  of  the  servers  in  the  tree,  as well  as the  speed  at  which  each
server  is operated.  A major  result  is the  NP-completeness  of  this  problem,  to be contrasted  with  the  mini-
mization  of the  number  of servers,  which  has polynomial  complexity.  Another  important  contribution  is
the  formulation  of  a Mixed  Integer  Linear  Program  (MILP)  for  the  problem,  together  with  the  design  of
several  polynomial-time  heuristics.  We  assess  the  efficiency  of  these  heuristics  by simulation.  For  mid-
size instances  (up  to 30 nodes  in the  tree),  we  evaluate  their  absolute  performance  by  comparison  with
the  optimal  solution  (obtained  via  the  MILP).  The  most  efficient  heuristics  provide  satisfactory  results,
within  20%  of  the optimal  solution.

©  2014 Elsevier  Inc.  All  rights  reserved.

1. Introduction

In this paper, we revisit the well-studied problem of replica
placement in tree networks. Replica placement in tree networks
is an important problem [1–3], with a broad spectrum of applica-
tions, such as electronic, ISP, or VOD service delivery (see [4,1,5]
and additional references in [2]). The problem is the following: one
is given a tree-shaped network where clients are periodically issu-
ing requests to be satisfied by servers. The clients are known (both
their position in the tree and their number of requests per time
unit), while the number and location of the replicas (also called
servers) are to be determined. Clients are leaves of the tree, and
requests can be served by one or several internal nodes. Note that
the distribution tree (clients and nodes) is fixed in the approach.

Initially, there is no replica; when a node is equipped with a
replica, it can process a number of requests, up to its capacity
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limit. Nodes equipped with a replica, also called servers, can only
serve clients located in their subtree (so that the root, if equipped
with a replica, can serve any client); this restriction is usually
adopted to enforce the hierarchical nature of the target applica-
tion platforms, where a node has knowledge only of its parent and
children in the tree. More precisely, there are three classical poli-
cies to serve the requests of a client [3]: (i) Closest:  All requests of
a client must be served by the first server located in the path from
this client to the root; (ii) Single:  All requests of a client must be
served by a single server, located anywhere in the path from this
client to the root; and (iii) Multiple: The requests of a client can be
served by several servers, all located in the path from this client
to the root. For instance in the Multiple policy, half the requests
of a client can be served by one server, and the other half by
another server located higher in this path. In this paper, we study
the Multiple policy, because it is the most flexible, hence it will
lead to the most efficient solution in terms of both the number of
servers and total consumed power. The Multiple strategy can safely
be used in all applications, because in the classical replica place-
ment problem, it is assumed that (i) the servers are identical and
capable of serving any client; and (ii) all requests have same size
and cost.
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The usual optimization objective in the literature is the num-
ber of servers needed to serve all requests. However, minimizing
the total power consumed by the servers has recently become a
very important objective, both for economic and environmental
reasons [6]. To help reduce power dissipation, multi-modal servers
are used: each server has a discrete number of predefined speeds,
which correspond to different voltages that the server can be sub-
jected to. State-of-the-art processors can only be operated with a
restricted number of voltage levels, hence with a few speeds [7,8].
The power consumption is the sum of a static part (the cost for a
server to be on and operated) and a dynamic part. This dynamic part
is a strictly convex function of the server speed, so that the execu-
tion of a given amount of work costs more power if a server runs
at a higher speed [8]. More precisely, a server operated at speed
s dissipates s3 watts [9–11]. Faster speeds allow servers to han-
dle more requests per time unit, but at the price of a much higher
(supra-linear) power consumption.

A major contribution of this paper is to show that minimizing
power consumption is an NP-complete problem, even if the servers
are already placed in the network (and without static power). This is
to be contrasted with the polynomial complexity of minimizing the
number or servers [3]. Another major contribution is the design of a
set of heuristics to minimize power consumption. These heuristics
work in two steps: (i) server placement and (ii) request assignment.
The placement step relies on an interesting theoretical result: given
a fixed set of servers that should all be used, and assuming contin-
uous speeds, it is possible to optimally assign the requests to these
servers in polynomial time. We  can therefore easily derive a greedy
algorithm to place the servers in the continuous case, because for a
given placement, we can directly compute the corresponding opti-
mal  power consumption. Of course, assuming continuous speeds
is not realistic, but it is a handy simplification of the problem:
with continuous speeds, once requests are assigned to servers, each
server can operate just at the right speed, namely the sum of its
requests, so that selecting the server speeds is immediate. With dis-
crete speeds, the problem is more challenging and may  well lead to
re-assign the requests, for a given placement of servers. To see this,
we start from the solution with continuous speeds (including the
greedy placement and the optimal request assignment). Let r be the
number of requests processed by a given server N in the solution
with continuous speeds. With discrete speeds, we have to use the
smallest speed s that is larger than r, thereby losing a lot of power if
the difference s − r is large. If it is the case, we can try and re-assign
some requests to another server N′ located upper in the path from
N to the tree root. There would then remain only s′ requests to be
served by N, where s′ is the largest speed that is smaller than r: this
saves power locally by avoiding the large s − r gap, but we  have to
re-assign r − s′ requests to another server, and this has a cost that
should be balanced with the local gain. Such trade-off decisions are
exactly those taken in the request assignment step of the heuristics.

To the best of our knowledge, this paper is the first to propose
heuristics for power minimization with multiple servers, hence we
cannot use any heuristics from the literature as reference. However,
we have derived a Mixed Integer Linear Program (MILP) to compute
the optimal solution to the power minimization problem. Using this
linear program has (potentially) an exponential cost, but it enables
us to assess the absolute performance of the heuristics, at least for
small-size problems.

The rest of the paper is organized as follows. Section 2 surveys
related work. Section 3 is devoted to a precise statement of the
framework. Section 4 assesses the complexity of the power minimi-
zation problem, through an intricate NP-completeness proof. This
section also provides the MILP to compute the optimal solution.
Section 5 introduces several heuristics to solve the problem. The
placement step is an incremental greedy procedure, whose evalu-
ation is based on the optimal solution for request assignment with

fixed servers, when assuming continuous speeds. Section 6 reports
simulation results and comparisons of the heuristics, together with
their absolute performance evaluation: the distance to the optimal
solution is computed through the linear program for instances with
up to 30 servers.

2. Related work

Many papers considering the replica placement problem deal
with general graphs, while we focus in this work on tree networks.
In the problem with a general graph network, it is already difficult to
decide which spanning tree to use, in order to optimize some global
objective function. A survey of work targeting performance issues
can be found in [12]. Recently, some work start to tackle energy-
related problems. For instance, in [13], the authors discuss thermal
and power-aware task scheduling and data placement heuristics,
in the context of a Hadoop system. All problems are NP-hard, and
there is no tree structure but rather a set of racks, and a set of data
nodes per rack.

For tree networks, a large effort has been spent to optimize the
performance of replica placements, assuming that the spanning
tree was given, or that the network had a tree structure initially.
Most work has focused on the Closest policy, where a client has
to be served by the closest server on the path towards the root of
the tree, see for instance [1,5]. Kalpakis et al. [4] studied a vari-
ant with bi-directional links, and therefore the tree structure may
not be respected anymore, and a client may  be served by a node
that is not its ancestor in the tree. While the problem with a tree
structure has polynomial complexity, the bi-directional problem
becomes NP-complete.

Following this line of work, we had investigated in our previous
work [14] the complexity of the power-aware replica placement
problem with the Closest policy, and proved that the problem
becomes NP-complete when the objective is to minimize the total
power consumption. We  considered servers with several distinct
possible speeds, and a server operating at a given speed consumes
a power composed of a static part and a dynamic part proportional
to the cube of the speed. We  keep the same model in this paper,
because it is a classical model extensively used when considering
dynamic voltage and frequency scaling (DVFS) technique [9–11,15].

The Multiple policy is more flexible than Closest because it
loosens placement rules: the requests of a client can be processed
by several servers located anywhere in the path from the client to
the root. Similarly to the Closest policy, the problem of minimizing
the cost of the replica placement can be solved in polynomial time
[3]. However, we are not aware of any other work aiming at opti-
mizing the power consumption on tree networks for this Multiple
policy.

3. Framework

This section is devoted to a precise statement of the frame-
work. We  start with a description of the replica placement problem.
Then we  detail the power consumption model. Finally, we state the
objective function, and the corresponding optimization problems.
Notations are summarized in Table 1.

3.1. Replica placement

We  consider a distribution tree whose nodes are partitioned into
a set of clients C,  and a set of nodes, N. The clients are leaf nodes
of the tree, while N  is the set of internal nodes. Each client i ∈ C
(leaf of the tree) is sending ri requests per time unit to a database
object. Internal nodes equipped with a replica (also called servers)
can process requests from clients in their subtree. If a server j ∈ N
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