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a  b  s  t  r  a  c  t

While  resource  consolidation  enables  energy  efficiency  in virtualized  data  centers,  it results  in  increased
power  density  and causes  excessive  heat  generation.  To  prevent  servers  from  overheating  and  avoid
potential  damage  and/or  service  outages,  data  centers  need  to  incorporate  temperature  awareness  in
resource  provisioning  decisions.  Moreover,  data  centers  are  subject  to  various  peak  power  constraints
(such  as peak  server  power)  that  have  to  be  satisfied  at all times  for reliability  concerns.  In  this  paper,
we  propose  a  novel  resource  management  algorithm,  called  DREAM  (Distributed  REsource  mAnagement
with  teMperature  constraint),  to  optimally  control  the server  capacity  provisioning  (via  power  adjust-
ment),  virtual  machine  (VM)  CPU  allocation  and  load  distribution  for  minimizing  the  data  center  power
consumption  while  satisfying  the Quality  of  Service  (QoS),  IT  peak  power  and  maximum  server  temper-
ature  constraints.  By  using  DREAM,  each  server  can  autonomously  adjust  its  discrete  processing  speed
(and  hence,  power  consumption,  too),  and  optimally  decide  the  VM CPU  allocation  as  well as  amount
of  workloads  to process  in  the  hosted  VMs,  in  order  to minimize  the total  power  consumption  which
incorporates  both  server  power  and  cooling  power.  We  formally  prove  that  DREAM  can  yield the  mini-
mum  power  with  an  arbitrarily  high  probability  while  satisfying  the  peak  power  and  server  temperature
constraints.  To complement  the analysis,  we  perform  a simulation  study  and  show  that  DREAM  can  sig-
nificantly  reduce  the  power  consumption  compared  to  the  optimal  temperature-unaware  algorithm  (by
up  to  33%)  and  equal  load  distribution  (by  up to 86%).

© 2014 Elsevier  Inc.  All  rights  reserved.

1. Introduction

The rapid expansion of Internet-based services, together with
the demand for scalable and robust infrastructures, has resulted
in thriving number and size of virtualized data centers in recent
years. While virtualization offers improved “power proportion-
ality” through resource consolidation, the increasing number
of virtualized data centers still accounts for a huge electricity
consumption, and raises serious economic and environmental con-
cerns due to the accompanying high electricity bill and carbon
footprint. Hence, data center operators are constantly urged to
reduce the power consumption while maintaining a premium
Quality of Service (QoS).
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For a data center serving delay-sensitive workloads such as web
services, lowering energy consumption without affecting the QoS
is challenging. Although data center operation has attracted sig-
nificant interest from the research community and undergone a
substantial improvement [1], there still exist some hurdles that
limit the data center operations. First, data centers have a strin-
gent IT peak power budget: exceeding the peak power constraint
will result in serious consequences such as service outages and
equipment damages [2–4]. Increasing the power budget, however,
may  not be an immediate or viable solution in practice, as the
peak power budget is often determined during the construction
phase and capital cost of building a data center is directly propor-
tional to the provisioned IT peak power (currently, estimated at
10–20 U.S. dollars per Watt) [4]. Thus, judiciously allocating the
total power budget to different server units while considering the
peak power constraint is crucial for optimizing the data center
operation. Second, with the ever-increasing power density gener-
ating an excessive amount of heat, thermal management in data
centers is becoming imperatively important for preventing server
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overheating that could potentially induce server damages and huge
economic losses [5]. As a consequence, optimally distributing the
workloads to facilitate heat recirculation and avoid overheating has
to be incorporated in data center operation. Last but not least, for
system scalability, distributed resource management in data cen-
ters is highly desired, which, however, is not readily available in all
scenarios.

In this paper, we propose a novel resource management algo-
rithm, called DREAM (Distributed REsource mAnagement with
teMperature constraint), to control the server capacity provision-
ing (via power adjustment), virtual machine (VM) CPU allocation
and load distribution for minimizing the data center power con-
sumption while satisfying the QoS, IT peak power and maximum
server inlet temperature1 constraints. Unlike temperature-reactive
approaches that prevent server overheating based on the observed
real-time temperature (e.g., shut down servers when they become
hot [5,6]), DREAM makes distributed decisions while proactively
taking into account the potential impact of the decisions on the
inlet temperature increase to avoid server overheating. While total
power is minimized for the data center operation by incorporating
the server power and cooling system power in the optimization
objective, the QoS constraint, quantified by average delay thresh-
old, guarantees the overall service quality. By using DREAM, each
server can autonomously adjust its discrete processing speed (and
hence, power consumption, too) and optimally decide the VM CPU
allocation and amount of workloads to process, in order to mini-
mize the total power consumption. DREAM builds upon a variation
of Gibbs sampling technique [7], combined with dual decomposi-
tion [8]. We  conduct a rigorous performance analysis and formally
prove that DREAM can yield the minimum power, while satisfy-
ing the QoS, peak power and server inlet temperature constraints.
We also perform an extensive simulation study to complement
the analysis. The simulation results are consistent with our the-
oretical analysis. Moreover, we compare DREAM with two existing
algorithms and show that DREAM reduces the power by up to 33%.

Our main contributions are summarized as follows:

1. We  develop a distributed algorithm, DREAM, for data centers
in which each server can autonomously decide its processing
speed, CPU allocation for the hosted VMs  and the amount of
workloads to process, while maintaining QoS and incorporat-
ing three important practical constraints: discrete processing
speeds, peak server power, and maximum server inlet tempera-
ture constraints. It is rigorously proved that DREAM minimizes
the total power with an arbitrarily high probability.

2. We  conduct a comprehensive simulation, and the results show
that DREAM achieves a significantly lower power consumption
compared to two widely used existing algorithms.

The rest of this paper is organized as follows. The model is
described in Section 2. In Section 3 and 4, we present the prob-
lem formulation and develop our distributed online algorithm,
DREAM, respectively. Section 5 provides a simulation study to val-
idate DREAM. Related work is reviewed in Section 6, and finally,
concluding remarks are offered in Section 7.

2. Model

We  consider a model in which the capacity provisioning, VM
CPU allocation and workload distribution decisions are updated

1 Server inlet temperature is the temperature of air entering/exiting the server,
and it is different from the server component temperature which is handled using
a  separate mechanism by the server itself (e.g., fan speed increases if the CPU tem-
perature increases).

Table 1
List of notations.

Notation Description

xi Speed of server i
ci,j CPU allocation for VMi,j

�i,j Service rate of VMi,j

�i,j Workloads distributed to VMi,j

pi Average power consumption of server i
p  Total power consumption
di,j Average delay in VMi,j

Tsup Supply temperature
Tout Outside air temperature
Tin Server inlet temperature
D Heat transfer matrix
N  Number of servers
M  Number of server racks
J  Number of job types

periodically and the period is sufficiently large (e.g., 1 h) such
that the room temperature can become stabilized. Moreover, at
the beginning of each decision period, the data center operator
can predict the workload arrival rate over the period. For exam-
ple, each decision period corresponds to 1 h if the data center
leverages hour-ahead workload arrival prediction that is read-
ily available in practice [4,9,10]. Throughout the paper, we  drop
the time index wherever applicable without affecting the analy-
sis. Next, we present the modeling details for the data center and
workloads. Key notations are summarized in Table 1.

2.1. Data center

We  consider a data center that has N physical servers that are
mounted in M racks (or chassis). Each server hosts multiple VMs
to serve different types of workloads. Without causing ambiguity,
we also use servers to represent physical servers wherever applica-
ble. The mth rack contains nm servers such that

∑M
m=1nm = N.  We

denote the entire set of servers and the subset of servers mounted
in the mth rack by N  = {1, 2, . . .,  N} and Nm, respectively, and it
follows naturally that N  = N1

⋃
N2

⋃
. . .

⋃
NM and Ni

⋂
Nj = ∅  if

i /= = j. In general, the servers are heterogeneous in their power
consumptions and processing speeds due to various reasons such
as different purchase dates. Moreover, each server may trade per-
formance for power consumption by varying its performance and
power states (e.g., P-states, C-states, or a combination of them),
varying its processing speed (e.g., via dynamic voltage and fre-
quency scaling or DVFS [11]), or switching servers on/off. In our
study, we  only focus on the cooling power and server power for
the considered workloads, while neglecting the power consump-
tion of other parts (e.g., power supply system) which, however, can
be conveniently absorbed by a (partial) power usage effectiveness
(PUE) factor [9].

2.1.1. Server power
As computing takes up a large portion (typically 40%) of server

power consumption [3], adjusting CPU speed can significantly
affect the total power consumption. Hence, we  focus on CPU
resource allocation, while treating other resources (e.g., mem-
ory, disk) as sufficient and non-bottleneck resources. Although
this assumption may  not hold for all application scenarios (e.g.,
memory/disk power consumption may  vary considerably for I/O-
intensive workloads), we note that it is reasonably accurate for
CPU-intensive workloads that are the main concentration of our
study [12,13].

To keep our model general, we consider that server i can choose
its speed xi out of a finite set Si = {si,0, si,1, . . .,  si,Li

}, where si,0 = 0
represents zero speed (server deep sleep or shut down) and Li is the
number of available positive speed settings. The speed xi quantifies



Download English Version:

https://daneshyari.com/en/article/493901

Download Persian Version:

https://daneshyari.com/article/493901

Daneshyari.com

https://daneshyari.com/en/article/493901
https://daneshyari.com/article/493901
https://daneshyari.com

