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a b s t r a c t

The opposition-based learning (OBL) strategy by comparing the fitness of an individual to its opposite
and retaining the fitter one in the population accelerates search process. In this paper, the OBL is
employed to speed up the shuffled bidirectional differential evolution (SBDE) algorithm. The SBDE by
employing the partitioning, shuffling and bidirectional optimization concepts increases the number and
diversity of search moves in respect to the original differential evolution (DE). So with incorporating the
SBDE and OBL strategy, we can obtain the algorithms with an ability of better exploring the promising
areas of search space without occurring stagnation or premature convergence. Experiments on 25
benchmark functions and non-parametric analysis of obtained results demonstrate a better performance
of our proposed algorithms than original SBDE algorithm. Also an extensive performance comparison the
proposed algorithms with some modern and state-of-the-art DE algorithms reported in the literature
confirms a statistically significantly better performance of proposed algorithms in most cases. In a later
part of the comparative experiments, firstly proposed algorithms are compared with other evolutionary
algorithms (EAs) proposed for special session CEC2005. Then a comparison against a wide variety of
recently proposed EAs is performed. The obtained results show that in most cases the proposed algo-
rithms have a statistically significantly better performance in comparable to several existing EAs.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

The differential evolution (DE) is a simple yet powerful evolu-
tionary algorithm (EA) which was proposed by Storn and Price [1].
Ahandani and Alavi-Rad [2] mentioned the benefits and drawbacks
of DE. They mentioned the following benefits for it: a few number of
control parameters to be tuned i.e. amplification factor of the dif-
ference vector, crossover rate and population size, simplicity and easy
implementation, speed and robustness. Also they mentioned its
drawbacks as follow: stagnation or premature convergence because
of its low or fast convergence speed, having a problem in accurately
zooming to optimal solution, to be limited the number and diversity
of search moves, utilizing greedy criterion in accepting or rejecting a
new generated offspring, poor performance of it in noisy environ-
ment, requiring multiple runs for tuning parameters and to be pro-
blem dependent of the best control parameter settings. The afore-
mentioned drawbacks, which some of them are common defects of

EAs, have not prevented from widespread applications of DE in dif-
ferent optimization fields [3–5].

A variety of different strategies have been proposed to over-
come these drawbacks. Self-adaptive settings for automatically
and dynamically adjusting evolutionary parameters have been
proposed as a solution for stagnation or premature convergence of
the DE [6–11]. To solve the problem of accurate zooming to opti-
mal solution, hybridizing the DE with a local search method has
been proposed [12–14]. In order to increase the number and
diversity of search efforts, some new operators can be added to the
original DE. These new operators must be able to expand the
search moves in different areas of search space [15,16]. In a greedy
strategy to accept or reject a new generated member, only a
member with a better quality than its makers is admissible. So it
despite ensuring the fast convergence, can increase the probability
of getting stuck in local minimums. Employing some strategies
such as those of employed in simulated annealing, great deluge
and tabu search algorithms may moderate the greedy acceptance
strategy. Poor performance of DE in noisy environment is related
to its deterministic choice of the scale factor. Employing some
approaches to prevent for fast stagnation of DE may make suc-
cessful it at handling a noisy fitness function. The DE such as other
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EAs requires multiple time-consuming trial-and-error runs for
tuning parameters and the best control parameter settings of it are
problem dependent. However the adaptive or self-adaptive control
of parameters have been proposed as a solution to overcome these

disadvantages, but these strategies apply some new parameters to
DE to be tuned (see [8,17,18]). To minimize the effects of the
control parameters, Wang et al. [19] proposed a Gaussian bare-
bones DE which is almost parameter free. A Gaussian mutation

Fig. 1. The steps of SBDE.

Fig. 2. The steps of SOBBDE.
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