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a b s t r a c t

Effective environment exploration in unknown environment is precondition of constructing the envir-
onment map and carrying out other tasks for multi-robot system. Due to its excellent performance,
particle swarm optimization (PSO) has been widely used in multi-robot exploration field. To deal with its
drawback – easily trapped in local optima, Darwinian PSO (DPSO) optimization is proposed by Tillett
et al. [1] with the natural selection function and first used in real world robot exploration by Couceiro
et al. [2], forming the robotic DPSO (RDPSO). To increase the algorithm performance and control its
convergence rate, fractional calculus is used to replace inertia component in RDPSO for its “memory”
ability and forming the fractional order RDPSO (FORDPSO). This paper presents a formal analysis of
RDPSO and studies the influence of the coefficients on FORDPSO algorithm. To satisfy the requirement of
dynamically changing robots' behaviors during the exploration, fuzzy inferring system is designed to
achieve better control coefficients. Experiment results obtained in two complex simulated environments
illustrate that biological and sociological inspiration is effective to meet the challenges of multi-robot
system application in unknown environment exploration, and the exploration effect of the fuzzy adaptive
FORDPSO is better than that of the fixed coefficient FORDPSO. Furthermore, the performance of FORDPSO
with different neighborhood topologies are studied and compared with other six PSO variations. All the
results demonstrate the effect of the FORDPSO on the multi-robot environment exploration.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Unknown environment exploration is one of the most impor-
tant problems in mobile robot research field, and it is also a
research hotspot in recent years. In many practical cases which are
too dangerous or difficult for human to reach (e. g., military
assignments, interstellar exploration, searching for victims after
earthquake, and nuclear/biological accidents), whether the robot
can complete the tasks successfully depends on whether the
environment exploration can be carried out smoothly. Comparing
with the single robot system, multi-robot system has been widely
used in many complex and abominable scenarios, due to its strong
adaptation, excellent flexibility, and high reliability. Multi-robot
system is getting more and more emphasis and studies [3–5].
Unknown environment exploration of the multi-robot system is
also achieving more and more researches [6–8].

Traditional exploration strategies of multi-robot system adopt
concentrating or semi-distributing control modes which use a few
leading nodes to undertake swarm decision task, and these strategies
suit the multi-robot systemwith a small swarm population. When the
swarm population grows, the calculation of the leading nodes and
communication burden will increase exponentially which make it
unsuitable in practical application. Furthermore, in many conventional
multi-robot exploration methods, due to the node's heterogeneity, one
node fault can result in complicated task re-allocation and dynamic
equilibrium. Moreover, traditional multi-robot exploration methods
also bring some new problems, such as data fusion. Recently, swarm
robot systems based on swarm intelligence become a new research
direction for its robustness, excellent expandability and good perfor-
mance on communication data control [9].

Swarm intelligence is a kind of collective behavior of distributed,
self-organized system. It is a representative method of behaviorism
artificial intelligence. The intuitive notion of “Swarm Intelligence” is
that of a “swarm” of agents (biological or artificial) which, without
central control, collectively (and only collectively) carry out
(unknowingly, and in a somewhat-random way) tasks normally
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requiring some form of “intelligence” [10]. It originates the collective
behavior research of social insects (e. g., ants, bees and fish school).
Swarm intelligent behavior is reflected by simple rules and collective
cooperation among a swarm of simple low intelligence individuals.
Swarm intelligence has the following characteristics: (1) each indi-
vidual communicates with others among the swarm or their sur-
rounding environment in local scope; (2) each individual is very
simple but isomorphic; (3) through individual's simple local feed-
back, the swarm can complete complex tasks.

Swarm intelligence has produced two famous algorithms: ant
colony optimization [11,12] and particle swarm optimization (PSO)
[13,14]. The former simulates the ant colony searching the food
and has been applied in many discrete optimization problems [15–
17]. PSO is inspired by birds flocking or fish school in search of
food. Now the PSO algorithm has become an excellent optimiza-
tion tool. These two optimization algorithms have been widely
used in multi-robot cooperation [18–20].

However, PSO and other optimization algorithms have a general
drawback – they may be trapped in a local optimal solution, which
may work well in some problems but fails in others [21]. In order to
overcome these drawbacks, Darwinian PSO (DPSO) algorithm was
proposed by Tillett et al. [1] who introduced the natural selection in
PSO. In this algorithm, multiple swarms of test solutions, each of
them performing just like an ordinary PSO, may exist at any time
with some rules governing the collection of swarms which are
designed to simulate natural selection [22]. Couceiro et al. [2,22,23]
firstly applied the DPSO into multi-robot exploration field and pro-
posed the Robotic DPSO (RDPSO), taking into accounting obstacle
avoidance. It benefits from the dynamical partitioning of the whole
population of robots, thus decreasing the amount of required infor-
mation exchange among the robots. Further, in order to control the
convergence rate of RDPSO, they introduced the fractional order
RDPSO (FORDPSO) [24]. It uses the fractional calculus to control the
convergence rate of robots toward the optimal solutions.

Performance of FORDPSO greatly depends on its coefficients. In
conventional methods, these coefficients are set randomly and
subjectively [24], so the algorithm performance cannot be guaran-
teed well. In order to control the swarm susceptibility to the main
mission, obstacle avoidance, etc., FORDPSO should be improved to
systematically adjust its parameters. Based on the above analysis,
this paper adopts fuzzy inferring system to adjust the coefficients in
FORDPSO and compares the algorithm performance of two kinds of
FORDPSO: adaptive parameter adjustment with fuzzy inferring and
fixed parameter, through two typical environment exploration
experiments with the multi-robot system. Simulation results show
that performance of FORDPSO with adaptive parameter adjustment
is better than that of the algorithm with fixed parameters.

The remainder of the paper is organized as follows. Section 2
introduces the theory for PSO and DPSO. Section 3 describes the
theory of RDPSO. Section 4 represents the fractional order RDPSO
and discusses the coefficient ranges. Section 5 analyzes the coef-
ficients influence of FORDPSO algorithm and designs the fuzzy
inferring system to dynamically adjust the coefficients. In Section
6, we design the simulation procedure, compare and analyze the
simulation results of two typical scenarios with fuzzy parameter
adjustment FORDPSO and fixed parameter FORDPSO, while the
conclusions and future study are given in the last section.

2. Related work

2.1. Particle swarm optimization

The PSO proposed by James Kennedy and R.C. Eberhart is a
population-based stochastic optimization method based on the
social behavior of groups of organisms like bird flocks or fish

schools [25]. The method was inspired by the movement of
flocking birds and their interactions with their neighbors in the
group. Each individual in the group is regarded as a particle that
flies in a given virtual search space, and each of them represents a
potential solution. Movement of a particle is determined by not
only its own search but also by the search of its neighbors. That is
to say, each particle's change of position and velocity is affected by
the information of its neighbors.

Assuming a given swarm has n particles, and each particle is
characterized by its position vector xn(t) and velocity vector vn(t) at
each discrete time t. In other words, these two characteristics can
depict the particle's pose. If we extend the search space to D
dimensions, the position and velocity of the ith particle can be
denoted as xi ¼ ½xi1; xi2;…; xiD�T , vi ¼ ½vi1; vi2;…; viD�T . Performance of
each particle in each position needs an objective function to evaluate.
For a given position, put the xi into the objective function to get the
current objective function value and compare it with the optimal
value achieved, we can gain the optimal objective function value
(individual historical optimal solution, Pi ¼ ½Pi1; Pi2;…; Pin�T ) so far.
For this given position, all particles' optimal solutions are compared
to obtain the swarm's optimal solution, Pg ¼ ½Pg1; Pg2;…; Pgn�T .

Assuming at current time t, the ith particle's current position
and velocity, as well as the individual historical optima and swarm
historical optima are known, then at the next time tþ1, the ith
particle's expected position and velocity can be depicted as fol-
lows:

vtþ1
i ¼wvti þc1r1ðPi�xti Þþc2r2ðPg�xti Þþc3r3ðPN�xti Þ ð1Þ

xtþ1
i ¼ xti þvtþ1

i ð2Þ

In formula (1), the first term at right side denotes inertia effect
produced by the current velocity. The second term represents the
best search position of particle i in its vicinity, known as “cognitive”
component. The third one depicts the global optimal position
detected by all particles, known as “social” component. The fourth
one denotes the optimal solution in its vicinity, known as “neigh-
borhood social” component. r1, r2 and r3 are positive random
numbers between 0 and 1, c1, c2 and c3 are the weights of the
cognitive, social and neighborhood social components, respectively.

2.2. Darwinian particle swarm optimization

In order to deal with the drawback of PSO, many variants have
been presented [26–28]. Among these variants, DPSO is one of the
most representative algorithms. The DPSO was proposed by Tillett
et al. [1] as a solution to deal with the problems mentioned above
by imposing a “natural selection” mechanism.

Main idea of the DPSO is to run many simultaneous parallel
PSO algorithms, each one representing a different swarm, on the
same test problem, and a simple selection mechanism is applied.
When a search tends to a local optima, the search in that area is
discarded and another area is searched instead. To analyze the
general state of each swarm, the fitness of all particles is evaluated,
and the neighborhood and individual best positions of each par-
ticle are updated. For a given swarm, if it finds a better swarm
optimal solution, then it iterates and updates, and these behaviors
indicate that this swarm has made a progress and should be
rewarded by spawning a new particle or extending particle's sur-
vival life, if its population does not exceed the maximum number
of particles per swarm. Moreover, the longer a swarm lives, the
more chance it has to produce offspring, though this chance is very
small. On the contrary, if the swarm cannot find a better swarm
optimal solution and stagnates, it means this swarm has not
updated and should be punished by deleting his worst performing
particle, if then the swarm is left with a number of particles below
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