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Integration of the fields of constraint solving and data mining and machine learning has 
recently been identified within the AI community as an important research direction 
with high potential. This work contributes to this direction by providing a first study 
on the applicability of state-of-the-art Boolean optimization procedures to cost-optimal 
correlation clustering under constraints in a general similarity-based setting. We develop 
exact formulations of the correlation clustering task as Maximum Satisfiability (MaxSAT), 
the optimization version of the Boolean satisfiability (SAT) problem. For obtaining cost-
optimal clusterings, we apply a state-of-the-art MaxSAT solver for solving the resulting 
MaxSAT instances optimally, resulting in cost-optimal clusterings. We experimentally 
evaluate the MaxSAT-based approaches to cost-optimal correlation clustering, both on the 
scalability of our method and the quality of the clusterings obtained. Furthermore, we 
show how the approach extends to constrained correlation clustering, where additional 
user knowledge is imposed as constraints on the optimal clusterings of interest. We show 
experimentally that added user knowledge allows clustering larger datasets, and at the 
same time tends to decrease the running time of our approach. We also investigate the 
effects of MaxSAT-level preprocessing, symmetry breaking, and the choice of the MaxSAT 
solver on the efficiency of the approach.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Integration of the fields of constraint solving and data mining and machine learning has recently been identified within 
the AI community as an important research direction with high potential. This work contributes to this direction by studying 
the applicability of Boolean optimization to cost-optimal correlation clustering under constraints.

A common problem setting in data analysis is a set of data points together with some information regarding their 
pairwise similarities from which some interesting underlying structure needs to be discovered. One way of approaching the 
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problem is to attempt to divide the data into subgroups in a meaningful way, for example, so that data points in the same 
group are more similar to each other than to data points in other groups [2]. Discovering an optimal way of making such a 
division is in most settings computationally challenging and an active area of research [3]. A general term for problems of 
this kind is clustering: the groups the data is partitioned into are called clusters, and a partitioning of the dataset is called a 
clustering of the data.

In this work, we study the correlation clustering paradigm [4] in a general similarity-based setting. Correlation clustering 
is a well-studied [5–9] NP-hard problem. Given a labeled undirected graph with each edge labeled with either a positive 
or a negative label, the objective of correlation clustering is to cluster the nodes of the graph in a way which minimizes 
the number of positive edges between different clusters and negative edges within clusters. Taking a more general view 
to correlation clustering, we study the problem setting of weighted correlation clustering, in which each edge is associated 
with a weight (instead of merely a negative or positive label), indicating our confidence in that label. In the more general 
weighted case, the objective of correlation clustering is to minimize the sum of the weights of the positive edges between 
different clusters and the negative edges within clusters.

The correlation clustering paradigm is geared towards classifying data based on qualitative similarity information—as 
opposed to quantitative information—of pairs of data points. In contrast to other typical clustering paradigms, correlation 
clustering does not require the number of clusters as input. This makes it especially well-suited for settings in which the 
true number of clusters is unknown—which is often the case when dealing with real-world data. As a concrete example, 
consider the problem of clustering documents by topic without any prior knowledge on what those topics might be, based 
only on similarity information (edges) between pairs of different documents [4,10]. Indeed, correlation clustering has various 
applications in biosciences [11], social network analysis and information retrieval [12–14]. Furthermore, the related problem 
of consensus clustering [15], with recent applications in bioinformatics and in particular microarray data analysis [16–19], 
can also be naturally cast as correlation clustering.

Due to NP-hardness of correlation clustering [4], most algorithmic work on the problem has been heuristic, focusing on 
local search and approximative algorithms. While strong approximation algorithms have been proposed [4–6,9]—providing 
up to constant-factor approximations in restricted settings—these algorithms are unable to provide actual cost-optimal 
solutions in general. In this work, we take a different approach: we study the applicability of state-of-the-art Boolean 
optimization techniques to cost-optimally solving real-world instances of the correlation clustering problem. A baseline mo-
tivation for this work are the recent advances in applying constraint programming for developing generic approaches to 
common data analysis problems [20–25]. In a constraint programming based approach, the data analysis problem is stated 
in a declarative fashion within some constraint language, and then a generic solver for that language is used for solving the 
resulting instance.

Harnessing constraint solving for data analysis tasks has two key motivations. Firstly, declarative optimization systems 
allow for finding provably cost-optimal solutions. While heuristic approaches allow for scaling to very large datasets, quickly 
obtaining some hopefully meaningful clustering, the provably cost-optimal solutions obtained by the declarative approach 
can result in notably better clusterings which provide better insights into the data. This can be valuable especially when 
working on smaller scientific datasets which have taken years to collect [26]. Secondly, the declarative approach allows for 
easily integrating various types of additional constraints over the solution space at hand. This way, a user (domain data 
expert) may specify properties of solutions that are of interest to the user, without needing to extend available specialized 
algorithms in a non-trivial way to cope with such additional constraints. A constraint-based framework for clustering prob-
lems is well-suited for problem instances where some form of domain specific knowledge might be required in order to 
obtain meaningful clusterings. The paradigm for clustering problems of this type is known as constrained clustering [27–29]. 
Recently, Boolean satisfiability (SAT) [30] based approaches to solving constrained clustering within other clustering prob-
lems have been proposed [23,31], However, to the best of our knowledge the only work done on constrained correlation 
clustering is the linear programming based approach of [10]; this work is the first study on the applicability of Maximum 
Satisfiability (MaxSAT) [32], a well-known optimization version of SAT, to correlation clustering under constraints. The prob-
lem definition we study covers correlation clustering with additional constraints that, e.g., either force or forbid a pair of 
points from being assigned to the same cluster; known as must-link and cannot-link constraints [27].

1.1. Contributions

We present a novel and extensible MaxSAT-based approach to optimal correlation clustering. Using propositional logic as 
the declarative language, we formulate the correlation clustering task in an exact fashion as weighted partial MaxSAT [32]
and apply a state-of-the-art MaxSAT solver to solve the resulting MaxSAT instance optimally. To our best knowledge this is 
the first practical approach to exactly solving correlation clustering for finding cost-optimal clusterings, i.e., optimal cluster-
ings w.r.t. the actual objective function of the problem, for real-world datasets with hundreds of elements. In contrast, most 
of the previous work on correlation clustering has mainly focused on approximation algorithms and greedy local-search 
techniques which cannot in general find optimal clusterings.

At the core of the approach, we present three different MaxSAT formulations of correlation clustering, and provide formal 
proofs for their correctness. We experimentally evaluate our approach on real-world datasets and compare the approach to 
both two alternative exact approaches, based on linear and quadratic integer programming [5,33], and two approximation 
algorithms [5,34]. The results show that our approach can provide cost-optimal solutions and scales better than competing 
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