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Abstract

The brain’s self-monitoring of activities, including internal activities – a functionality that we refer to as awareness – has been sug-
gested as a key element of consciousness. Here we investigate whether the presence of an inner-eye-like process (monitor) that supervises
the activities of a number of subsystems (operative agents) engaged in the solution of a problem can improve the problem-solving effi-
ciency of the system. The problem is to find the global maximum of a NK fitness landscape and the performance is measured by the time
required to find that maximum. The operative agents explore blindly the fitness landscape and the monitor provides them with feedback
on the quality (fitness) of the proposed solutions. This feedback is then used by the operative agents to bias their searches towards the
fittest regions of the landscape. We find that a weak feedback between the monitor and the operative agents improves the performance of
the system, regardless of the difficulty of the problem, which is gauged by the number of local maxima in the landscape. For easy prob-
lems (i.e., landscapes without local maxima), the performance improves monotonically as the feedback strength increases, but for difficult
problems, there is an optimal value of the feedback strength beyond which the system performance degrades very rapidly.
� 2017 Elsevier B.V. All rights reserved.
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1. Introduction

What is consciousness for? From a biological perspec-
tive, an auspicious answer to this mind-opening question
(see Blackmore (2003) for a thorough discussion of the the-
ories of consciousness) views consciousness as a source of
information about brain states – a brain’s schematic
description of those states – and suggests that the evolu-
tionary usefulness of such inner eye is to provide human
beings with an effective tool for doing natural psychology,
i.e., for imagining what might be happening inside another
person’s head (Humphrey, 1999). Hence, the conception of
other people as beings with minds originates from the way
each individual sees himself and, in that sense, solely
extraordinarily social creatures, probably humans only,

would evolve consciousness as a response to the pressures
to handle interpersonal relationships (Humphrey, 1999).
There is an alternative, equally attractive, possibility that
we may first unconsciously suppose other consciousness,
and then infer our own by generalization (Jaynes, 1976).
We note that the hypothesis that consciousness is closely
related to social ability has been suggested in many forms
by many authors (see, e.g., Baumeister & Masicampo,
2010; Carruthers, 2009; Frith, 1995; Perlovsky, 2006), but
the original insight that consciousness and cognition are
products of social behaviors probably dates back to
Vygostsky in the 1930s (Vygotsky, 1986).

This approach, however, is not very helpful to the engi-
neer who wants to build a conscious machine. Fortunately,
the recently proposed attention schema theory of con-
sciousness (Graziano, 2013; Graziano & Kastner, 2011)
offers some hope to our engineer by positing that awareness
is simply a schematic model of one’s state of attention, i.e.,
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awareness is an internal model of attention. (The intimate
connection between awareness and consciousness is
expressed best by the view that consciousness is simply
the awareness of what we have done or said, reflected back
to us (Jaynes, 1976).) Building a functioning attention
schema is a feasible software project today, which could
then be coupled to the existing perceptual schemas
(Murphy, 2000) to create a conscious machine. As before,
the selective value of such internal model stems from the
possibility of attributing the same model to other people,
i.e, of doing natural psychology (Graziano, 2013).

Internal models or inner eyes keep track of processes
that, within an evolutionary perspective, are useful to mon-
itor and provide feedback to (or report on) those very same
processes. This feedback can be thought of as the mecha-
nism by which ‘mind’ influences matter (Graziano, 2013).
Here we show that the inner monitoring can be useful in
a more general problem-solving scenario. (The word
awareness in the title of this paper is used with the meaning
of inner monitoring.) In particular, we consider a number
L of subsystems or operative agents that search randomly
for the solution of a problem, viz. finding the global max-
imum of a rugged fitness landscape (see Section 2), and a
single monitor that tracks the quality of the solution found
by each agent (i.e., its fitness) and records the best solution
at each time. The feedback to the operative agents occurs
with frequency p 6 1, i.e., on the average each agent
receives feedback from the monitor p � Dt times during
the time interval Dt. The feedback consists of displaying
the best solution among all agents at that time, so the oper-
ative agents can copy small pieces of that solution (see Sec-
tion 3 for details).

The performance of the system composed of L operative
agents and a monitor is measured, essentially, by the time it
takes to find the global maximum of the fitness landscape.
(Since we may want to compare performances for different
values of L, the actual performance measure must be prop-
erly scaled by L, as discussed in Section 3.) The relevant
comparison is between the case p ¼ 0 where the monitor
has no effect on the operation of the system (a scenario
akin to the doctrine of epiphenomenalism (Blackmore,
2003)), and the case p > 0 where the system receives feed-
back from the monitor. If the speed to solve problems
has a survival value to the individuals and if that speed
increases in the presence of feedback from the monitor,
then one may argue for the plausibility of the evolution,
as well as for the commonplaceness, of such inner-eyes-
like processes in the brain.

We find that the performance of the system for small
values of the feedback frequency or strength p, which is
likely the most realistic scenario, is superior to the perfor-
mance in absence of feedback, regardless of the difficulty of
the task and of the size of the system. This finding lends
support to the inner-eye scenario for brain processes. In
the case of easy tasks (i.e., landscapes without local max-
ima), the performance always improves with increasing p,
but for rugged landscapes the situation is more compli-

cated: there exists an optimal value of p, which depends
both on the complexity of the task and on the system size,
beyond which the system performance deteriorates
abruptly.

The rest of this paper is organized as follows. Since the
tasks of varying complexity presented to the problem-
solving system are finding the global maxima of rugged fit-
ness landscapes generated by the NK model, in Section 2
we offer an outline of that classic model (Kauffman &
Levin, 1987). The problem-solving system is then described
in great detail in Section 3. We explore the space of param-
eters of the problem-solving system as well as of the NK
model in Section 4, where we present and analyze the
results of our simulations. Finally, Section 5 is reserved
to our concluding remarks.

2. Task

The task posed to a system of L agents is to find the
unique global maximum of a fitness landscape generated
using the NK model (Kauffman & Levin, 1987). For our
purposes, the advantage of using the NK model is that it
allows the tuning of the ruggedness of the landscape –
and hence of the difficulty of the task – by changing the
integer parameters N and K. More specifically, the NK
landscape is defined in the space of binary strings
x ¼ x1; . . . ; xNð Þ with xi ¼ 0; 1 and so the parameter N

determines the size of the state space, given by 2N . For each
bit string x is assigned a distinct real-valued fitness value
U xð Þ 2 0; 1½ � which is an average of the contributions from
each element i of the string, i.e.,

U xð Þ ¼ 1

N

XN

i¼1

/i xð Þ; ð1Þ

where /i is the contribution of element i to the fitness of
string x. It is assumed that /i depends on the state xi as well
as on the states of the K right neighbors of i, i.e.,
/i ¼ /i xi; xiþ1; . . . ; xiþKð Þ with the arithmetic in the sub-
scripts done modulo N. The parameter K ¼ 0; . . . ;N � 1
is called the degree of epistasis and determines the rugged-
ness of the landscape for fixed N. The functions /i are N

distinct real-valued functions on 0; 1f gKþ1 and, as usual,
we assign to each /i a uniformly distributed random num-
ber in the unit interval so that U 2 0; 1ð Þ has a unique glo-
bal maximum (Kauffman & Levin, 1987).

The increase of the parameter K from 0 to N � 1
decreases the correlation between the fitness of neighboring
strings (i.e., strings that differ at a single bit) in the state
space. In particular, the local fitness correlation is given
by corr x; ~xið Þ ¼ 1� K þ 1ð Þ=N where ~xi is the string xwith
bit i flipped. Hence for K ¼ N � 1 the fitness values are
uncorrelated and the NK model reduces to the Random
Energy model (Derrida, 1981; Saakian & Fontanari,
2009). Finding the global maximum of the NK model for
K > 0 is an NP-complete problem (Solow, Burnetas,
Tsai, & Greenspan, 2000), which means that the time

J.F. Fontanari / Cognitive Systems Research 45 (2017) 52–58 53



Download English Version:

https://daneshyari.com/en/article/4942385

Download Persian Version:

https://daneshyari.com/article/4942385

Daneshyari.com

https://daneshyari.com/en/article/4942385
https://daneshyari.com/article/4942385
https://daneshyari.com

