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Highlights

• A new approach is proposed in order to improve two main Deep Learning

word embedding models.

• Previous document representations methods are reviewed.

• For the first time, a Content Tree-based approach is used in word embed-

ding.

• Two classification tasks are performed using the presented approach.
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