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a b s t r a c t 

Multi-view data clustering refers to categorizing a data set by making good use of related information 

from multiple representations of the data. It becomes important nowadays because more and more data 

can be collected in a variety of ways, in different settings and from different sources, so each data set 

can be represented by different sets of features to form different views of it. Many approaches have been 

proposed to improve clustering performance by exploring and integrating heterogeneous information un- 

derlying different views. In this paper, we propose a new multi-view fuzzy clustering approach called 

MinimaxFCM by using minimax optimization based on well-known Fuzzy c means. In MinimaxFCM the 

consensus clustering results are generated based on minimax optimization in which the maximum dis- 

agreements of different weighted views are minimized. Moreover, the weight of each view can be learned 

automatically in the clustering process. In addition, there is only one parameter to be set besides the 

fuzzifier. The detailed problem formulation, updating rules derivation, and the in-depth analysis of the 

proposed MinimaxFCM are provided here. Experimental studies on nine multi-view data sets including 

real world image and document data sets have been conducted. We observed that MinimaxFCM outper- 

forms related multi-view clustering approaches in terms of clustering accuracy, demonstrating the great 

potential of MinimaxFCM for multi-view data analysis. 

© 2016 Elsevier Ltd. All rights reserved. 

1. Introduction 

Multi-view data becomes common nowadays because data can 

be collected from different sources or represented by different fea- 

tures. For example, the same news can be reported in different 

articles from different news sources, one document can be trans- 

lated into different kinds of languages and one image can be rep- 

resented with different kinds of features. Learning and analysing 

multi-view data has become a hot research topic in recent years 

and attracted many researchers in, to name a few, the areas of data 

mining, machine learning, information retrieval and cybersecurity. 

Many multi-view learning approaches based on different strate- 

gies including co-training ( Blum & Mitchell, 1998 ), multiple ker- 

nel learning ( Lanckriet, Cristianini, Bartlett, Ghaoui, & Jordan, 2004 ) 

and subspace learning ( Jia, Salzmann, & Darrell, 2010 ) have been 

proposed in the literature ( Xu, Tao, & Xu, 2013 ). In Xu, Tao, and Xu 

(2015) , a multi-view learning approach based on subspace learn- 
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ing was proposed to discover a latent intact representation of the 

data. In Wang, Arora, Livescu, and Bilmes (2015) , deep neural net- 

works were used to learn representations (features) for multi-view 

data. Multi-view learning approaches can be divided into super- 

vised learning and unsupervised learning approaches. In this paper, 

we focus on one of the unsupervised learning techniques which is 

clustering for multi-view data analysis. As a promising data anal- 

ysis tool, clustering is able to find the pattern structure and infor- 

mation underlying the unlabelled data. Clustering algorithms based 

on different theories have been proposed in various applications in 

the literature ( Filippone, Camastra, Masulli, & Rovetta, 2008; Jain, 

2010; Xu & Wunsch, 2005 ). Multi-view clustering approaches are 

able to mine valuable information underlying different views of 

data and integrate them to improve clustering performance which 

have wide applications. For example, in news articles categoriza- 

tion, each article may be written in different languages or collected 

from different news sources. In an e-learning education system, 

students’ behaviour and performance in study may be analysed 

based on some features collected from various sources. Students 

may be clustered into different groups based on several sets of fea- 

tures, for example, how they approach the exercises, and how they 

http://dx.doi.org/10.1016/j.eswa.2016.10.006 

0957-4174/© 2016 Elsevier Ltd. All rights reserved. 

Please cite this article as: Y. Wang, L. Chen, Multi-view fuzzy clustering with minimax optimization for effective clustering of data from 

multiple sources, Expert Systems With Applications (2016), http://dx.doi.org/10.1016/j.eswa.2016.10.006 

http://dx.doi.org/10.1016/j.eswa.2016.10.006
http://www.ScienceDirect.com
http://www.elsevier.com/locate/eswa
mailto:wangyt@i2r.a-star.edu.sg
mailto:ELHCHEN@ntu.edu.sg
http://dx.doi.org/10.1016/j.eswa.2016.10.006
http://dx.doi.org/10.1016/j.eswa.2016.10.006


2 Y. Wang, L. Chen / Expert Systems With Applications 0 0 0 (2016) 1–10 

ARTICLE IN PRESS 

JID: ESWA [m5G; November 1, 2016;11:42 ] 

interact with the tutorial videos, those form two different sets of 

features. 

Many multi-view clustering approaches have been proposed in 

the literature. For clustering multi-view data, roughly three strate- 

gies are applied among the existing approaches. The first strat- 

egy is to integrate multi-view data into a single objective func- 

tion which is optimized directly during the clustering process. The 

consensus clustering result is generated directly without one more 

step to combine the clustering result of each view. For example, 

in Kumar, Rai, and Daume (2011) , two co-regularized multi-view 

spectral clustering algorithms were proposed. The pairwise dis- 

agreement term and centroid based disagreement term for differ- 

ent views are added into the objective function of spectral clus- 

tering. The clustering results which are consistent across the views 

are achieved after the optimization process. In Tzortzis and Likas 

(2012) , a kernel-based weighted multi-view clustering approach 

was presented. In particular, each view is expressed by a kernel 

matrix. The weight of each view and consensus clustering result 

are learned by minimizing the disagreements of different views. In 

Cai, Nie, and Huang (2013) , a multi-view clustering approach based 

on K-means was proposed. The consensus cluster indication is in- 

tegrated in the objective function directly. The second strategy in- 

cludes two steps as follows. First, a unified representation (view) is 

generated based on multiple views. Then the existing clustering al- 

gorithm such as K-means ( MacQueen, 1967 ) or spectral clustering 

( Ng, Jordan, & Weiss, 2002 ) is applied to achieve the final clus- 

tering result. For example, Huang, Chuang, and Chen (2012) pro- 

pose an affinity aggregation spectral clustering in which an aggre- 

gated affinity matrix is found first by seeking the optimal combi- 

nation of different affinity matrices. Then spectral clustering is ap- 

plied on the new affinity matrix to get the final clustering result. In 

Guo (2013) , a common subspace representation of the data shared 

across multiple views is first learned. Then K-means is applied on 

the learned subspace representation matrix to generate the cluster- 

ing result. In the third strategy, each view of the data is processed 

independently and an additional step is needed to generate the 

consensus clustering result based on the result of each view. For 

example, in Bruno and Marchand-Maillet (2009) and Greene and 

Cunningham (2009) , the consensus clustering result was achieved 

by integrating the previously generated clusters of individual views 

based on the latent modelling of cluster-cluster relationships and 

matrix factorization respectively. 

The above multi-view clustering approaches are all based on 

hard clustering in which each object can only belong to one clus- 

ter. Since the real world data sets may not be well separated, 

different approaches have been proposed based on soft or fuzzy 

clustering algorithms ( Anderson, Zare, & Price, 2013; Aparajeeta, 

Nanda, & Das, 2016; Kannan, Devi, Ramathilagam, Hong, & Raviku- 

mar, 2015 ) in which each object can belong to all the clusters with 

various degrees of memberships. The memberships used in soft 

clustering help to describe the data better and have many poten- 

tial applications in the real world. For example, soft clustering ap- 

proaches can better capture the topics of each document which 

belongs to several topics with different degrees. Liu, Wang, Gao, 

and Han (2013) propose a joint Nonnegative Matrix Factorization 

(NMF) ( Lee & Seung, 1999 ) approach for multi-view clustering in 

which a disagreement term is introduced in the objective func- 

tion. Besides NMF based multi-view clustering approaches, several 

multi-view fuzzy clustering algorithms based on the well known 

Fuzzy c means (FCM) algorithm ( Bezdek, 1981 ) have been devel- 

oped. For example, in Cleuziou, Exbrayat, Martin, and Sublemon- 

tier (2009) , CoFKM is proposed to handle multi-view data by min- 

imizing the objective function of FCM of each view and penaliz- 

ing the disagreement between any pairs of views. In Jiang et al. 

(2015) , a multi-view fuzzy clustering with weighted views called 

WV-Co-FCM was proposed. In WV-Co-FCM, the clustering process 

is based on optimizing the objective function which highlights the 

fuzzy partition and the weight of each view is achieved by intro- 

ducing the entropy regularization term. 

Both hard and soft approaches discussed above all formulate 

the multi-view clustering to an optimization problem in which the 

disagreement of the views is minimized. In Wang, Weng, and Yuan 

(2014) , a minimax optimization based multi-view spectral cluster- 

ing approach was proposed to handle multi-view relational data. 

However, as pointed out in Cai et al. (2013) , the spectral cluster- 

ing based multi-view clustering approaches have two drawbacks. 

One is that the clustering performance is sensitive to the choice 

of the kernel to build the graph. The other is that they are not 

suitable for large scale data clustering because of the high time 

computational cost on kernel construction as well as Eigen decom- 

position. Fuzzy c means (FCM) is widely applied in many appli- 

cations because of its effectiveness and low time complexity. To 

combine the advantages of minimax optimization and FCM, in this 

paper we propose MinimaxFCM for multi-view data clustering. In 

MinimaxFCM, the goal is to achieve the consensus clustering re- 

sult of multi-view data by minimizing the maximum disagreement 

of the weighted views. Except for the fuzzifier which is one pa- 

rameter in all FCM based approaches, there is only one extra pa- 

rameter in MinimaxFCM to control the distribution of each view. 

Moreover, the time complexity of MinimaxFCM is similar to FCM. 

The experiments with MinimaxFCM on nine real world data sets 

including image and document data sets show that MinimaxFCM 

achieves better clustering performance than the related clustering 

approaches. 

The rest of the paper is organized as follows: in the next sec- 

tion, the highlights of the related multi-view clustering approaches 

reported in the literature are given. In Section 3 , the details of the 

proposed multi-view fuzzy clustering approach MinimaxFCM are 

described. Experiments on the real world data sets are conducted 

and the results are analysed in Section 4 . Finally, conclusions are 

drawn in Section 5 . 

2. Related work 

In this section, five related multi-view clustering approaches in- 

cluding two hard clustering approaches and three soft clustering 

approaches are reviewed. Two hard clustering approaches are a 

K-means based multi-view clustering and the minimax optimiza- 

tion based multi-view spectral clustering. Three soft approaches 

include one Nonnegative Matrix Factorization based approach and 

two fuzzy clustering based approaches are reviewed. 

2.1. Notations 

Throughout this paper, the following notations are used unless 

otherwise stated: we denote the data set which has N objects and 

K classes as X = { x 1 , . . . x N } . The data set is represented by P differ- 

ent views such that the i th object in pth view is denoted as x 
p 
i 

. We 

use u 
p 
ci 

to denote the fuzzy membership which represents the de- 

gree of object i belongs to cluster c in pth view and u ∗
ci 

to denote 

the consensus membership of object i to cluster c shared across 

different views. The centroid of cluster c of the pth view is denoted 

as v (p) 
c . d 

p 
ic 

= ‖ x (p) 
i 

− v (p) 
c ‖ is used to denote the distance between 

centroid v (p) 
c and object i in pth view and m is used to denote the 

fuzzifier. 

2.2. RMKMC 

RMKMC ( Cai et al., 2013 ) is a multi-view clustering approach 

based on K-means. The first strategy as discussed in Section 1 is 

used by RMKMC in which a single objective function is formulated 

and the consensus clustering result is generated directly after the 
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