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a b s t r a c t 

Predictive modeling in medicine involves the development of computational models which are capable 

of analysing large amounts of data in order to predict healthcare outcomes for individual patients. Com- 

putational intelligence approaches are suitable when the data to be modelled are too complex for con- 

ventional statistical techniques to process quickly and efficiently. These advanced approaches are based 

on mathematical models that have been especially developed for dealing with the uncertainty and im- 

precision which is typically found in clinical and biological datasets. This paper provides a survey of re- 

cent work on computational intelligence approaches that have been applied to prostate cancer predictive 

modeling, and considers the challenges which need to be addressed. In particular, the paper considers 

a broad definition of computational intelligence which includes metaheuristic optimisation algorithms 

(also known as nature inspired algorithms), Artificial Neural Networks, Deep Learning, Fuzzy based ap- 

proaches, and hybrids of these, as well as Bayesian based approaches, and Markov models. Metaheuristic 

optimisation approaches, such as the Ant Colony Optimisation, Particle Swarm Optimisation, and Artificial 

Immune Network have been utilised for optimising the performance of prostate cancer predictive models, 

and the suitability of these approaches are discussed. 

© 2016 Elsevier Ltd. All rights reserved. 

1. Introduction 

The increasing availability of electronic healthcare databases 

is enhancing opportunities for developing computer-based predic- 

tion and decision support models which can be used to improve 

the management of patients by healthcare professionals. An im- 

portant challenge for clinical teams remains the prediction and 

assessment of risk, and the development of accurate approaches 

for diagnosing, and predicting the diagnosis and therapeutic re- 

sponsiveness and outcomes. The aim of predictive modeling in 

the context of medicine involves the development of computa- 

tional models which are capable of predicting future events and/or 

healthcare-related outcomes for patients using contemporarily- 

available healthcare data ( Shariat, Kattan, Vickers, Karakiewicz, & 

Scardino, 2009b; Waljee, Higgins, & Singal, 2014 ). These models 

can be based on statistical techniques or computational intelli- 

gence techniques, with the latter being a relatively new strategy. 
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Computational intelligence approaches combine metaheuristic 

optimisation algorithms such as the Genetic Algorithm and Parti- 

cle Swarm optimisation, with machine learning algorithms such as 

the Deep Learning, Support Vector Machines, Bayesian models, and 

hybrids of these ( Mumford & Jain, 2009 ) for optimising the perfor- 

mance of prediction models. Machine learning algorithms have a 

fundamental role in predictive modeling, as they can be utilised 

to create the component which learns from existing patient data 

in order to be able to make predictions on new patient data. Take, 

for example, a model which has been developed to predict prostate 

cancer. Given a set of inputs (also called features, predictors, vari- 

ables, observations) and a set of clinical results (also called targets), 

a model can be trained to learn the inputs of this dataset. Once the 

learning process is accomplished, then the model can accept new 

inputs and predict clinical outcomes. 

Clinical prediction systems which consider a profile of vari- 

ables for predicting an outcome require sophisticated computa- 

tional methods ( Tewari et al., 2001 ). Computational intelligence 

approaches have the capability to deal with the imprecision and 

uncertainty which is typically apparent in clinical and biological 

data. Furthermore, these approaches are effective when the data to 

be modelled are too large or complex for conventional statistical 

techniques. For example, computational intelligence algorithms 
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have been used in risk prediction models for breast cancer 

( Bourdes et al., 2007; Hameed & Bagavandas, 2011 ), cardiovascular 

disease ( Vijaya, Khanna Nehemiah, Kannan, & Bhuvaneswari, 2010 ), 

and lung cancer ( Balachandran & Anitha, 2013; Dass, Rasheed, & 

Ali, 2014; Diaz, Pinon, & Solano, 2014; Kumar, Ramesh, Vanathi, & 

Gunavathi, 2011; Sun, Tan, & Zhang, 2008 ). 

This paper provides a survey of recent work on prostate cancer 

predictive modeling using computational intelligence approaches, 

provides a broader perspective of the area, and considers chal- 

lenges that remain to be addressed. 

The paper is structured as follows: Section 2 introduces the 

process of creating a classifier, cross validation techniques, and 

evaluation of classification models. Section 3 discusses the recent 

advances in computational intelligence algorithms that have been 

developed for prostate cancer, particularly the application of Ar- 

tificial Neural Networks, Deep Learning, Fuzzy approaches, Sup- 

port Vector Machines, metaheuristic optimisation, Ensemble learn- 

ing algorithms, and Bayesian approaches, including the Bayesian 

Network, and the Markov model. Section 4 discusses considera- 

tions for selecting a suitable metaheuristic optimisation method. 

Section 5 provides a discussion of advances, challenges and future 

areas of potential research. A conclusion and future directions are 

presented in Section 6 . 

2. Cancer classification and evaluation 

Classification is the process of finding a model which is capable 

of distinguishing data records into classes. Prior to constructing a 

classification model, the dataset must be prepared using processes 

that may include the following: 

• Data normalisation includes filling missing values, identifying 

and removing outliers, grouping variables, and normalising 

data. 
• Feature extraction is the task of representing the original data 

in a reduced dimensional space. Feature extraction approaches 

are related to dimensionality reduction methods which include 

Principal Component Analysis (PCA) and Singular Value Decom- 

position (SVD). 
• Feature selection involves selecting the most useful features 

without altering the original data representation, and hence 

choosing a subset of the features relevant for the task. In large 

datasets, metaheuristic optimisation approaches such as the Ge- 

netic Algorithm can be used for finding the best subset of fea- 

tures. 

Whether a feature extraction or selection approach is required 

depends on the type of data and the task. For example, feature ex- 

traction approaches are commonly applied to tasks involving im- 

age processing, for which it is important to represent the original 

image in a reduced dimensional space from which noise has been 

removed. On the other hand, feature selection is important for clin- 

ical data when the names of the features are important, for exam- 

ple when identifying which symptoms are the best predictors of a 

cancer; or when trying to identify which combination of features 

(‘biomarkers’) would make up the optimum cancer ‘fingerprint’. 

A classification model can be constructed once the data prepa- 

ration stage is completed. The process of constructing a classifica- 

tion model comprises of two main phases, as illustrated in Fig. 1 : 

1. Learning phase (or training phase) in which the data are anal- 

ysed using a classification algorithm, and from which a clas- 

sifier (i.e. learned model) is created. During the learning phase, 

the classification algorithm analyses a set of training data which 

contains data records comprising of a set of inputs (also called 

features, predictors, variables, observations) and their known 

class labels (also called targets, known outputs) in order to 

Fig. 1. Process of creating a predictive model: Initially the dataset is prepared and a 

classification model is constructed. At the Learning Phase , the classifier learns from 

inputs (e.g. patient data records) and known class labels (known result). At the Pre- 

diction Phase , the classifier takes as input a new previously unseen records and pre- 

dicts their class labels. 

learn from the data and build the classifier. A class label is the 

outcome of an event, for example cancer stage after diagnosis. 

The class labels are only used during the training process in or- 

der to enable the classifier to reason with the inputs. It should 

be noted that, since the class labels are provided to the clas- 

sifier during the learning process, this phase is also known as 

supervised learning. Supervised learning is different from un- 

supervised learning (or clustering), during which the class label 

of each data record is not known in advance. Once a classifier 

is trained, a classification model is derived, and that model is 

used to predict the class labels of data records for which the 

class labels are unknown. The classification model may be rep- 

resented in the form of neural networks, classification rules, 

graphical models such as Bayesian networks, Markov random 

fields and decision trees, or as a mathematical/statistical for- 

mulae ( Han, Kamber, & Pei, 2011 ). Fig. 1 provides an overview 

of the process of creating a classification model for predicting 

patient outputs (i.e. class labels); and 

2. Prediction phase (or testing and validation) of the model is 

used for classification/prediction tasks. During this phase, the 

learned model classifies new unknown data (contained in test 

and validation datasets) which have not been previously seen 

by the model in order to evaluate the accuracy of the learned 

model. Initially, the predictive accuracy of the model is evalu- 

ated and, if it is acceptable, then the learned model can be used 

for prediction. 

Studies show that the accuracy of the classifiers depends on the 

specific dataset and the problem to be solved, and that there is 

no single classifier which outperforms all other classifiers across 

all tasks. Furthermore, the choice of validation method influences 

the reported accuracy of the classifier. The concept applies to clin- 

ical and biological data, and challenges related to sample size, es- 

pecially when biological data is concerned ( Swan, Mobasheri, All- 

away, Liddell, & Bacardit, 2013 ). 

There are a number of methods and metrics which can be used 

for evaluating the predictive performance of a classifier. Predictive 

models are most commonly evaluated using the cross-validation 

method discussed in Section 2.1 , and a number of evaluation mea- 

sures which are discussed in Section 2.2 . 
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