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high-dimensional data classification

Rui Zhua, Jing-Hao Xuea,∗

aDepartment of Statistical Science, University College London, London WC1E 6BT, UK

Abstract

The orthogonal distance from an instance to the subspace of a class is a

key metric for pattern classification by the class subspace-based methods.

There is a close relationship between the orthogonal distance and the residual

standard deviation of a test instance from the class subspace. In this paper,

we shall show that an established and widely-used relationship, between the

residual standard deviation and the sum of squares of the residual PC scores,

is not precise, and thus can lead to incorrect results, for the inference of high-

dimensional data which nowadays are common in practice.
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1. Introduction1

In class subspace-based classification methods, a subspace is first learned2

in the training phase for each class separately from its training data. Then in3
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