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a b s t r a c t

In the hashing approaches with multi-bit quantization, each projected dimension is divided into multiple
regions indexed with multiple bits to preserve the neighborhood structure of the data. However, the
query is processed in binary, and the distances between the adjacent regions are usually assumed to be
equal, resulting in the accuracy loss of the computed distance between the data and the query. To tackle
the above problems, in this paper an approach is proposed to process the query and the data asym-
metrically. By representing the data with the expectation value of the region where the data belong and
preserving the query in original form, the distance between the query and the data can be computed
accurately. A specific asymmetric approach with non-parametric multi-bit quantization is further
developed for the PCA (Principle Component Analysis) hashing method. With the special consideration of
PCA characteristic, every projected dimension is adaptively divided into a certain number of the regions
according to the minimal variance. The results of the experiments have shown that the better perfor-
mance can be obtained in the asymmetric hashing approach with multi-bit quantization than that in the
other approaches, and can be improved further in the specific asymmetric approach with non-parametric
multi-bit quantization with respect to the PCA hashing method.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Recently, the explosion in the scale of the data brings a chal-
lenge to the large scale retrieval tasks, such as image retrieval [1].
As image descriptors are usually high-dimensional vectors, it is
difficult for the conventional methods [2,3] to perform efficient
similarity search. Considering about the memory cost and the
computational cost, the research on learning compact binary codes
to compress the image descriptors [4–13] has attracted consider-
able attention. By transforming the high-dimensional vectors into
the compact binary codes, a large number of binary codes can be
stored in the RAM, and the Hamming distance between the binary
codes can be computed efficiently.

The goal of the hashing methods is to map the high-
dimensional vectors into compact binary codes such that the
similar data points in the original space have similar binary codes.
As mentioned in [14], to avoid directly computing the best binary
codes for a given data set, which is an NP-hard problem, in most of
existing hashing methods a two-stage strategy is adopted, i.e.,
projection stage and quantization stage. To generate a c-bit binary
code, there are c projection functions generated to map the high-
dimensional data point into a real vector with c components, and

then each component is quantized to a bit according to a thresh-
old. For locality sensitive hashing (LSH) [15] and its variants [16],
random projection vectors drawn from a multidimensional Gaus-
sian distribution with zero mean and identity covariance matrix
are used in the projection functions. To achieve a good precision,
however, the length of binary code is usually long in the LSH
methods. To generate the compact codes, the learning-based
hashing methods are used. In the spectral hashing (SH) [17]
data-dependent projection functions are learnt by spectral graph
partition. In the PCA hashing (PCAH) [18] principal component
analysis method is adopted to take eigenvectors from the covar-
iance matrix of the training data as the projection vectors. In the
iterative optimization (ITQ) [19] the quantization error between
the PCA-projected data and the vertices of the hypercube is
minimized by rotating the PCA-projected data. In these hashing
methods, various projection functions are based on symmetric
distance with single-bit quantization.

On the one hand, since each projected dimension is quantized
as one bit, the faraway points may be quantized as the same bit
value, which violates the neighborhood structure of the data. The
multi-bit quantization approaches [14,20] can preserve the
neighborhood structure of the data well. By dividing the dimen-
sion space into multiple regions indexed by multiple bits, the
points at the close positions will have the near indices in the
dimension space, and vice versa. Thus, the neighborhood structure
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of the data in each projected dimension can be preserved well.
Since the approaches just replace the single-bit quantization with
the multi-bit quantization, they are applicable to a variety of
hashing methods. They also have the benefits of the hashing
methods with the single-bit quantization both on the storage and
the search, since the data are still stored in binary and the search is
efficient. But the query is processed in binary yet. And in these
approaches, they assume that the distance of every pair of data
points respectively from adjacent regions is equal, and the dis-
tance between the adjacent regions is set to “1” in each dimension.
Since the distance between the query and the data is compressed
too much, the accuracy of the distance computation would be lost.

On the other hand, the query might be ambiguous when the
different binary codes share the same Hamming distance to the
query. To alleviate the ambiguity, in the asymmetric approaches
[18,21] the query and the data are processed asymmetrically, i.e.,
only the data are quantized as binary codes, while the query is
preserved. The distance between the query and the data in each
dimension is represented as a real-value rather than a binary
value, thus the query is not ambiguous. In [18,21], it is demon-
strated that the asymmetric approaches can be applicable to a
variety of hashing methods including LSH, PCAH and ITQ. As the
data points are still stored in binary, and the distance computation
is efficiently performed by look-up table, the asymmetric
approaches have the benefits on the computation and the storage.
However, since the asymmetric approaches use the single bit
quantization, they still violate the neighborhood structure of
the data.

In this paper, in order to enhance the search accuracy a new
asymmetric hashing approach with multi-bit quantization is pro-
posed. In the new approach the neighborhood structure of the
data can be preserved well, also the query and the data are pro-
cessed asymmetrically to avoid much information loss. By repre-
senting the data with the expectation value of the region where
the data belong, and preserving the query in the original form, the
distance between them can be computed accurately, leading to the
improvement of the search accuracy. It is applicable to a variety of
hashing methods. Furthermore, with the special consideration of
the characteristic of the PCAH method, a novel specific asymmetric
hashing approach with non-parametric multi-bit quantization for
the PCAH method is proposed to adaptively divide each dimension
space into a certain number of regions according to the minimal
variance. The experiments show that a better search accuracy of
our asymmetric hashing approach with multi-bit quantization can
be gained, than that of other approaches, and is improved further
in the specific asymmetric approach with non-parametric multi-
bit quantization with respect to the PCAH method.

2. Asymmetric hashing with multi-bit quantization

In this section, two asymmetric hashing approaches with
multi-bit quantization are proposed: one is applicable to a variety
of binary hashing methods, and the other one is specific for the
PCAH method with adaptively determining the number of the
quantization levels in each dimension.

2.1. Multi-bit quantization

The projection and the quantization are two important stages
used in a variety of hashing methods [14]. Denote the data points
as fx1; x2;…; xng that form the columns of data matrix X. Suppose

that the data have zero-mean. In the projection stage, the kth
projection function gkð�Þ is defined as

gkðxiÞ ¼wT
kxi ð1Þ

where wk is a projection vector generated by the hashing method.
And in the quantization stage, the quantization function is defined
as

ykðxiÞ ¼ σðgkðxiÞþbkÞ ð2Þ
where

σðxÞ ¼ 0 xo0
1 xZ0

(
ð3Þ

and bk is a threshold and is usually set to zero as the data have
zero-mean. Since only one bit is generated by each quantization
function, the quantization process is called the single-bit quanti-
zation process.

In the multi-bit quantization approach, l bits are allocated to
each projected dimension, and the space in each projected
dimension is divided into 2l regions. The indices of each region are
encoded by natural binary code (NBC) [14], i.e., the real-valued
index is transformed to the binary index. If l is equal to 1, that is
single-bit quantization as shown in Fig. 1(a), and the space of the
projected dimension is divided into 2 regions f0;1g. When l is
equal to 2, the space of the projected dimension is divided into
4 regions f0;1;2;3g as shown in Fig. 1(b). And then the indices are
encoded as f00;01;10;11g respectively. Thus, Eq. (3) can be
rewritten as

σðxÞ ¼ f0;1gl ð4Þ
where l is the number of the bits allocated for each dimension.

From Fig. 1, we can find that when more bits are allocated to
the dimension, the space will be divided into smaller regions, and
the neighborhood structure of the data can be represented better.

two-region division

four-region division

Fig. 1. The visualization of the region division.
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