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Abstract

In numerous applications and especially in the life science domain, examples

are labelled at a higher level of granularity. For example, binary classifica-

tion is dominant in many of these datasets, with the positive class denoting

the existence of a particular disease in medical diagnosis applications. Such

labelling does not depict the reality of having different categories of the same

disease; a fact evidenced in the continuous research in root causes and varia-

tions of symptoms in a number of diseases. In a quest to enhance such diagnosis,

datasests were decomposed using clustering of each class to reveal hidden cat-

egories. We then apply the widely adopted ensemble classification technique

Random Forests. Such class decomposition has two advantages: (1) diversifica-

tion of the input that enhances the ensemble classification; and (2) improving

class separability, easing the follow-up classification process. However, to be able

to apply Random Forests on such class decomposed data, three main parame-

ters need to be set: number of trees forming the ensemble, number of features to

split on at each node, and a vector representing the number of clusters in each

class. The large search space for tuning these parameters has motivated the use

of Genetic Algorithm to optimise the solution. A thorough experimental study

on 22 real datasets was conducted, predominantly in a variety of life science

applications. To prove the applicability of the method to other areas of appli-

cation, the proposed method was tested on a number of datasets from other
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