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a b s t r a c t

Discriminant subspace learning is an important branch for pattern recognition and machine learning.
Among the various methods, Bayes optimality linear discriminant analysis (BLDA) has shown its
superiority both in theory and application. However, due to the computational complexity, BLDA has not
been applied to large category pattern tasks yet. In this paper, we propose an approximative Bayes
optimality linear discriminant analysis (aBLDA) method for Chinese handwriting character recognition,
which is a typical large category task. In the aBLDA, we first select a set of convex polyhedrons that are
obtained by the state-of-the-art methods, then the searching zones are limited to these polyhedrons.
Finally, the best of them is chosen as the final projection. In this way, the computational complexity of
BLDA is reduced greatly with comparable accuracy. To find more than 1D projections, the orthogonal
constraint is employed in the proposed method. The experimental results on synthetic data and CASIA-
HWDB1.1 show the effectiveness of the proposed method.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Extracting efficient feature from high-dimensional data is a
crucial procedure in pattern classification tasks, for it could not
only reduce the computational complexity, but also lead to better
performance by removing the redundancy and noise of the data,
meanwhile overcoming the curse-of-dimension problem for sta-
tistical classifier. In the past years, lots of methods have been
proposed to solve the problem, such as Principal Component
Analysis (PCA) [1], Linear Discriminant Analysis (LDA) [2], Inde-
pendent Component Analysis (ICA) [3], Locality Preserving Pro-
jections (LPP) [4], kernel PCA [5], kernel LDA [6], ISOMAP [7],
Locally Linear Embedding (LLE) [8] and so on. These methods
could be categorized into linear and nonlinear ones based on dif-
ferent viewpoints, or supervised and unsupervised ones based on
the samples' label information.

For large category pattern classification tasks, linear supervised
feature extraction methods are widely employed. LDA, which aims
to minimize the within class scatter and maximize the between
class scatter at the same time in the low-dimensional space, is the
most popular one among those methods. LDA only calculates the
between scatter matrix and the within scatter matrix, then
solves the eigenvalue decomposition problem, which makes LDA

be implemented easily and computed efficiently. However, LDA
would overemphasize on the classes that locate far-apart with
each other for multi-class task. Various methods were developed
to overcome the problem. Lotlikar et al. [9] introduced a fractional
step method for the problem. In their method, a weighting func-
tion was used to increase the weights of the pairs that would be
merged in fractional steps. Loog et al. [10] proposed another
weighting function using the approximation of pairwise Bayes
function. The function gave the pairs that locate nearly a large
value according to Bayes rules. Recently, Zhang et al. [11] proposed
a new weighting function based on the confusion matrix for the
specific classifier. Nevertheless, these methods are not directly
related to the classification error, and still have room for
improvement in theoretical perspective.

Designing a Bayes optimal criterion for multi-class dimension
reduction is a well known difficult job. However, progresses have
been achieved under some constraint. For multi-class homoscedastic
Gaussian distributed data with equal prior, Geisser [12] gave the
formulation of Bayes error. Schervish [13] solved the 2D data for
three classes which is a special case of [12]. Hamsici et al. [14] pro-
posed a Bayes optimality linear discriminant analysis (BLDA). They
first demonstrated the projections, which projected the means to the
same order, formed a convex set. Therefore, the convex optimization
methods could be used to solve the problem. To obtain the 2D or
higher dimensional subspace, they iteratively found the 1D Bayes
optimal projection in the orthogonal space. BLDA has shown its
superiority to the other methods in various data sets. However,
Hamsici claimed that C!=2 convex problems should be solved for
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each projection at maximum, where C was the number of classes.
With C getting large, the number of convex spaces C!=2 increases
sharply. Although they linearly approximated the Bayes error func-
tion to reduce the computational complexity, the performance of this
approximation was not promising.

We focus on the handwriting Chinese character recognition
(HCCR) task in this paper, which is a typical large category pro-
blem. For HCCR, LDA is a popular dimension reduction method.
However, it might merge the similar characters (characters that
look alike) in the subspace, which degenerates the performance of
HCCR. Methods on two aspects are proposed to solve this problem.
On one hand, extra features are extracted for the similar char-
acters. Leung et al. [15] extracted extra features for similar char-
acters in the critical regions. Gao et al. [16] adopted LDA to obtain
more discriminant feature for similar character pairs, then used a
compound distance metric to classify the similar characters. Con-
sidering that the similar characters were not only pair-wised,
Wang et al. [17] extracted extra features for several similar char-
acters simultaneously. In these methods, an extra classifier is
employed to classify the similar characters, which leads to extra
computational time and storage space. On the other hand, similar
characters must be the classes located nearly in the feature space.
The aforementioned weighting methods could improve the
separation problem of LDA. Zhang et al. [18] proved that the family
of weighting LDA methods could improve the performance of
HCCR, this is mainly because these methods assign large weights
to the similar character pairs. However, to our best knowledge, the
Bayes optimal methods have not been applied to HCCR or other
large category pattern classification tasks yet due to their heavy
computational complexity.

In this paper, we present an approximative BLDA (aBLDA) for
HCCR. The main contribution of our work is that we reduce the
searching spaces of BLDA significantly so that it could be used in
HCCR task efficiently with comparable accuracy. In the proposed
method, we do not search all the possible convex sets but those
found by the popular linear dimension reduction methods, such as
LDA, aPAC, the POW family and other methods that are already
adopted by large category tasks. We first apply a set of dimension
reduction methods on HCCR to get their individual 1D subspaces,
and then use the 1D subspaces to find the convex sets determined
by the above methods. Finally, the local Bayes optimality projec-
tions are found on these convex sets and the best of them is
chosen as the final result. More projections could be obtained
iteratively in the orthogonal space by our method. The proposed
approximative BLDA is expected to have the following advantages:
(i) the number of convex sets that need to be searched is far less
than BLDA; (ii) with the improvement of Bayes optimality, the
performance would be better than that of the existed ones. The
experiments on both the synthetic data and CASIA-HWDB1.1
demonstrate the validity of the proposed method.

The rest of the paper is organized as follows: the idea of BLDA is
introduced in Section 2, then details of the approximative BLDA
are presented in Section 3. We perform experiments in Section 4
to show the effectiveness of the proposed method and finally
conclude it in Section 5.

2. Review of Bayes optimality in linear discriminant analysis

In this section, we will first introduce the details of BLDA [14].
For convenience, we present the important notations in the paper
in Table 1. In the paper, uppercase and lowercase letters in bold-
face denote matrix and vector. Matrix dimensions are shown as
(m� n), where m and n are the numbers of rows and columns,
respectively.

2.1. The Bayes optimal 1D subspace

Let XARd�n, where each row of X is a sample, be drawn from a
set of homoscedastic Gaussian distributions with different means
μi and equal prior probabilities, where Σi ¼Σ; 8 i¼ 1;2;…;C. Then
the Bayes error when projecting the data on a single dimension
can be formulated as:

Berror ¼ 2C�1
X

Φ
ηð1Þ �ηðiþ1Þ

2

� �
ð1Þ

where Φð�Þ is the cumulative distribution function (cdf) of a
standard Normal distribution, ηi are the ordered projected and
whitened means, where ηð1Þoηð2Þo⋯oηðCÞ, and

ηi ¼
vTμiffiffiffiffiffiffiffiffiffiffiffiffi
vTΣv

p ¼ vT μ̂ i ð2Þ

To solve the above problem, Hamsici proves that a constraint
region A, where all vectors v sampled from it generate the same
ordered fηðiÞg, is a convex polyhedron, and the Bayes error function
BðvÞ is convex for 8vAA. Details of the proof could be found in
[14]. In this way, the problem could be solved by searching all the
convex regions and choosing vopt according to the minimal BðvÞ.

2.2. Linear approximative BLDA

In [14], a linear approximative BLDA (lBLDA) method is intro-
duced. In the method, Eq. (1) is replaced by 1

C

P
aðηðiÞ �ηðiþ1ÞÞþb,

then Eq. (1) becomes:

Berror ¼ �aðηðiÞ �ηðCÞÞþðC�1Þb
C

ð3Þ

For ηi ¼ vT μ̂ i, where μ̂ i is the whitening mean of the ith class. The
solution for Eq. (3) is v¼ μ̂ ij

J μ̂ ij J
, where μ̂ ij is the maximal of the

CðC�1Þ=2 distances between the whitening means of each pair of
classes. In this way, we just need to compute the CðC�1Þ=2 dis-
tances and the computational complexity is far reduced.

3. Approximative Bayes optimality linear discriminant analysis

We will discuss the obstacles for applying BLDA to the large
category tasks here. To find 1D optimal Bayes projection, the convex
problem defined in Eq. (1) should be solved for each constraint
polyhedron. The number of the polyhedrons is related to the prac-
tical situation and its upper boundary is C!=2. To find l-dimensional
data, the above procedure should be repeated l times. For the large
category problem, the class number C is always very large, which
makes the number of search spaces be extremely large. Thus, BLDA
could not be used in such pattern recognition tasks directly.

Table 1
Notations.

Notation Description

X Data matrix
μi Centroid of the ith class
μ Centroid of all samples
Sb Between-class scatter matrix
Σi Covariance matrix of the ith class
Sw Within-class scatter matrix
St Total scatter matrix
n Number of training samples
ni Number of training samples in the ith class
C Number of classes
d Number of dimensions
l Number of retained dimensions obtained by feature extraction
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